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1 Introduction

Social media companies have learned the hard way that poor moderation of content in
languages other than English can have grave consequences. Leaving harmful content
up, particularly in regions where social media platforms are primary news and comm-
unication channels, has fueled conspiracy theories, violence, and even genocide around
the world (Fink 2018; Iyengar 2018). American social media companies have long faced
criticism for underinvesting in regions outside the US and Europe. In response, Meta,
Google, and others have begun to deploy newmultilingual language models that they
claim can effectively detect and take action on harmful content in dozens if not hundreds
of languages (Jigsaw 2021; Meta AI 2021b).

In previous work, we have argued that these models have critical shortcomings that
limit their ability to perform highly language- and context-specific tasks, such as content
moderation (Nicholas and Bhatia 2023b). One shortcoming is that these multilingual
language models are trained predominantly on English-language text, which leads them
to apply an Anglocentric lens onto their analysis of texts from non-English linguistic and
cultural contexts. This is due in large part to what natural language processing (NLP)
researchers call the “resourcedness gap,” or the gap between the quantity, quality, and
diversity of training data available in English and every other language (Joshi et al. 2020).
In low-resource languages there are few, if any, high-quality examples of digitized text,
which hampers developers of these models from training and evaluating models on
high-quality examples of speech in those languages.

The resourcedness gap exists due to many factors, including British colonialism, which
has driven mass production of English-language text, and the hegemony of American
technology companies, which has further contributed to English as the language of the
internet and digital exchange. This gap may widen if funders and those with the mandate
for public interest do not intervene (Nicholas and Bhatia 2023a). However, Western
technology companies are not financially incentivized to close this gap, and global
academic institutions also tend to prioritize and privilege research and development of
technologies in English at the expense of other, lower-resource languages (Bender 2019).
Without key investments, the current incentive structures will continue to perpetuate
the preferential treatment of the English language in computer science and, in turn, in
automated trust and safety systems. This commentary argues that what we now face is a
free-rider problem, where technology companies, academic institutions, and the public
at large would benefit greatly from increased investments into low-resource language
development, but no one actor is currently incentivized to do so. But with a few modest
investments, governments, grantmaking organizations, and social media companies can
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play an important role in igniting a virtuous cycle of research to bridge the gap between
English and non-English AI capabilities.

2 Language models struggle to moderate content in non-English
languages

Today, language models are used to enforce content policies on search engines, social
media platforms, and even chatbot services like ChatGPT (OpenAI 2023). This represents
a paradigm shift: five years ago, social media companies generally built their automated
content moderation systems by training individual classifiers for every language and type
of harmful content they sought to detect (Bommasani et al. 2021; Meta AI 2021c); today,
many companies fine-tunemore general purpose pretrained languagemodels to the task
of content moderation, taking advantage of their broader exposure to language. Since
2022, a whole cottage industry has sprung up of vendors offering content-moderation-
as-a-service using GPT-4 (Bernard 2023).

Companies also use multilingual large language models for multilingual content mod-
eration. For instance, Google’s Perspective API uses a large language model to detect
“rude, disrespectful, or unreasonable” content that affects participation, which works in
over a dozen different languages (Lees et al. 2022); Meta claims their XLM-R language
model can detect harmful content in over 100 languages (Meta AI 2021a); and even the
dating app Bumble uses a large language model to detect unwanted messages in Thai,
Portuguese, Russian, and a dozen other languages (Belloni 2021). As companies seek to
cut costs and expand into new global markets, we will likely see more platforms adopt
models for moderating content in the world’s languages.

While state-of-the-art languagemodels are able to convincingly analyze and generate text
across dozens, if not hundreds of different languages, they are not necessarily up to the
task of moderating content in those languages. As we have discussed in previous work,
the reasons are twofold. First, many languages do not have enough high-quality digitized
text available for models to adequately “learn” those languages. Second, language
models learn lower-resource languages by drawing on their connections to higher-
resource ones—usually English—and may thereby end up importing English-language
assumptions and viewpoints when used for content moderation (Nicholas and Bhatia
2023b).

There are significant disparities in the quantity and quality of text data available across
the world’s languages. English is by far the most high-resource language, with multiple
orders of magnitude more high-quality data and from a wider range of sources than
any other language (Joshi et al. 2020), although other languages such as Spanish,
German, and Mandarin are also very high-resource. Lower-resource languages, such as
Vietnamese, Bengali, Haitian Creole, and Farsi, have far fewer and often lower-quality
datasets available, despite having tens or hundreds of millions of speakers. In even
lower-resource languages, such as Tigrinya, Navajo, and Uyghur, longer-form examples
of text that may exist on the web are either few and far between, such as a handful
of Wikipedia articles or parliamentary proceedings, or are of low quality, replete with
profanity, bias, gibberish, and words that native speakers don’t use machine-translated
from English (Kreutzer et al. 2022). As a result of these disparities, most language
models, even multilingual ones, are trained predominantly on English text, some on
upwards of 90% (Touvron et al. 2023).

The reason large language models are able to perform basic content generation and
analysis in lower-resource languages at all is because the language models draw
connections between them and high-resource languages, usually English (Artetxe, Ruder,
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and Yogatama 2020; Muller et al. 2021; Wu and Dredze 2020). For instance, amodelmay
not encounter the Turkish word for “rain” (yağmur) and the Turkish word for “umbrella”
(şemsiye) in its training data, but it can learn the connection between the two words
transitively, if it can learn that rain and yağmur, and şemsiye and umbrella are related.
This allows language models to produce impressive-appearing text even in languages
for which it does not have much data, but means that they struggle when used for more
language- and locality-specific tasks, like content moderation, because they are still
parsing this text through an Anglocentric frame (Nicholas and Bhatia 2023a).

The lack of data in low-resource languages andmodels’ overreliance on English-language
connections means that they struggle in highly context and language-specific tasks like
content moderation. Limited, low-quality training data means these models have a
limited and incomplete worldview of a particular language or dialect, and this can have
outsized implications for a company’s ability to moderate content.

If a models’ understanding of a language is refracted through the lens of English, it
may apply Anglocentric norms of language onto cultures where there are different
shared norms. For example, if a model has learned that dove is often associated
with connotations of peace, it may apply that understanding onto the Basque word
for “dove,” uso, which is often used in a derogatory and homophobic context. This poor
understanding of Basque may impede a model from detecting derogatory or outright
hateful speech and leave up content that violates a service’s policies and contributes to
potentially hostile discourse.

When models are trained, there is a tendency toward aiming for broad coverage rather
than cultural and linguistic nuance, which is necessary for content moderation (Bergman
and Diab 2022). This is particularly important in low-resource, polyglossic languages,
those like Arabic where a word in a particular language has many meanings depending
on the region and context in which it is used. A model may learn one dialect of Arabic
from a more dominant culture, for which there is more training data available, and apply
it to different regional and cultural contexts. In non-language model-based content
moderation, this broad coverage has led to damaging mistakes. For example, training a
classifier with only a few examples of an Arabic dialect misclassified words like “gay”
and “lesbian,” resulting in at-scale takedowns of Arabic speech by and for the LGBTQ+
community (Hassine 2016). Palestinian activists have asserted that their posts and
tweet campaigns documenting human rights abuses were removed because part of
their tweets used a word that was associated with a terror group in another Arabic-
speaking community (Debre and Akram 2021). By applying only a limited construction
of the Arabic language at scale, language models may also exacerbate existing efforts to
silence marginalized communities.

The low availability of high-quality digitized text in many of the world’s widely spoken
languages also impedes companies from testing their languagemodels and strengthening
their safety measures. For example, OpenAI conducts adversarial testing by domain
experts to test the strength of their tools and safety measures to reduce harmful outputs.
“Red teamers” for OpenAI’s tools, for instance, found that when a model was prompted
to create recruitment propaganda for terrorist groups in English, the model refused;
however, when the model was given the same prompt in Farsi, it fulfilled the request
(Murgia 2023). Research has also found that language models more often produce
hallucinations, errors, bias, and malicious outputs in languages other than English (Lin
et al. 2021; Muller et al. 2021). This kind of gap in the functionality of safety measures
can be harmful to all users if a malicious actor is seeking to generate malicious code or
an at-scale influence operation to undermine access to the ballot.

The asymmetric focus on English resourcing for language models closely resembles
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companies’ inequitable distribution of contentmoderation capacity in the past. Lifting the
bar of available training resources in low-resource languages can strengthen companies’
ability to host important content and mitigate the spread of content that can have tragic
offline consequences.

3 There is a lack of incentives to invest in low-resource language
research

Despite the benefit to the public at large, neither private companies nor NLP researchers
are incentivized to develop training and evaluation sets for low-resource languages. For
private companies, this can be classified as a free-rider problem. In economic terms,
this means that the data used to train language models (i.e., data scraped from the web)
is a non-rivalrous, non-excludable public good, so while all companies would benefit
from it, no individual company stands to exclusively reap the rewards of investing to
improve it.

Most state-of-the-art language models today are built using huge volumes of web-
scraped data.1 Scraping the web is relatively cheap, scalable, and technically straight-
forward for companies to do. In English and other high-resource languages, it can help
developers amass colossal data sets on many different topics with high relevance to the
real world. However, web scraping is not as effective for obtaining lots of high-quality text
in low-resource languages. Web data in low-resource languages is more often machine
translated, misidentified by language detection software, about less diverse topics, and
of lower quality alongmany other dimensions (Kreutzer et al. 2022). Building high-quality
datasets in these languages therefore requires themore costlymeasures of finding, creat-
ing, and scanning texts to build new language corpora (Perrigo 2023). Building evaluation
datasets requires the further step of hiring and training native language speakers to label
data (Nguyen et al. 2022; Salganik 2019).

For private companies, it is not clear that they will recoup their costs from the investment.
As popular wisdom goes, languages besides English offer smaller market opportunities
relative to the cost, and many lucrative opportunities for language models, such as
in scientific research and global commerce, already leverage English as the lingua
franca. Although it may be financially worthwhile for companies to invest in training
and testing their models in some languages spoken in larger, wealthier countries, it
may not be commercially worthwhile for them to invest in lower-resource languages
spoken predominantly in economically weaker countries, even if they have hundreds
of millions of speakers. In other words, the same market forces that have led social
media companies to underinvest in content moderation in the global majority world also
undermine the effectiveness of language model-based moderation in those contexts as
well (Amrute, Singh, and Guzmán 2022).

Academics are also not incentivized to address the resourcedness gap between lan-
guages. Although many datasets and benchmarks in the field of natural language pro-
cessing do come from academia, academics focus far more on English than any other
language. Between May 2022 and January 2023, there were likely 100 times more
NLP publications about English than the next highest language (German).2 Many of the

1. Social media companies could in theory train their language models with user data that is not available
on the public web, but this raises a whole host of potential legal, privacy, and public relations concerns outside
the scope of this commentary.
2. Papers that do not explicitly mention any language in its abstract are almost always about English (Bender

2019). Of the 5,290 papers the Association for Computational Linguistics published between May 2022 and
January 2023, 4,720 mentioned no language in its abstract and 311 mentioned English. The next highest
language mentioned was German, with 27 (ACL Rolling Review Dashboard, n.d.).
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lowest-resource languages are overlooked by NLP researchers altogether.

This is at least in part because many languages do not have their own academic
publications or conferences, and certainly not ones with the same reputational status
as those focused on English. English and a handful of other high-resource languages
experience a virtuous cycle of investment: researchers collect data, create benchmarks,
and build models in these languages to publish their results in conferences and journals,
burnishing the reputations of both themselves and their outlets and making it easier for
other NLP researchers to do work in the future. Lower-resource languages, however,
experience this as a vicious cycle: research is not only difficult for all the reasons
mentioned above, but it is difficult to get attention—and funding—for their work from the
larger, more English-centric NLP community (Nicholas and Bhatia 2023a).

4 The right kind of investment in NLP research can address the
resourcedness gap

In order to improve automated content moderation in more of the world’s languages,
social media companies need access tomore training and testing data in those languages.
Perhaps social media companies should make this investment on their own, but they
are not financially incentivized to, and public pressure and the law are limited in how
much they can convince them otherwise. A lower-hanging fruit is for funders, including
the federal government, grantmaking organizations, and larger tech companies’ external
research funding arms, to invest in low-resource language NLP research initiatives.
Financial investments should be aimed at growing grassroots efforts, so as to shift low-
resource language research communities from a vicious to a virtuous cycle of research.
We argue that successful efforts will be managed by local language experts, help build
self-sustaining research ecosystems, and include parallel social science work.

The closest example to this kind of initiative was DARPA’s Low Resource Languages
for Emergent Incidents (LORELEI) research program, which ran from 2015 to 2020
(Christianson, Duncan, and Onyshkevych 2018). The program was aimed at building
translation and information extraction software to help US humanitarian efforts operate
and communicate in low-resource language areas. The project led to the creation ofmany
high-quality datasets inmedium- and low- resource languages that today bolster models’
performance in those languages. However, LORELEI was particularly interested in rapid
deployment, meaning it wanted its participants to build models that could be quickly
repurposed to learn any new language from a small amount of text (Strassel and Tracey
2016). It also directed its $26 million of funding only to large American universities and
defense contractors, rather than directly to researchers from the language communities
they sought to serve (Diño 2015). Today, LORELEI’s approach of building models
optimized to scale across as many languages as possible is industry standard. This
may work for basic translation, but as we discussed earlier in this commentary, this
trade-off of breadth versus depth hurts models’ ability to perform the deeply language-
and region-specific task of content moderation.

In order to build deeper NLP expertise in low-resource languages, funders can help
support existing local collectives of language- and language family-specific NLP research
networks who are working to digitize and build tools for some of the lowest-resource
languages. Collectives such as Masakhane (African languages) (Orife et al. 2020),
IndoNLP (Indonesian languages) (Aji et al. 2022), AmericasNLP (Indigenous languages of
the Americas) (Mager et al. 2021), and ARBML (Arabic dialects) (Alyafeai and Al-Shaibani
2020) often have deep knowledge of where the largest gaps are in their language’s
specific research but sorely lack the funds necessary to address them. Cohere AI’s Aya
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project too may act as a central node of language development experts to work with
to facilitate connections with local language NLP groups around the world (Cohere AI,
n.d.).

Funders can target these efforts more toward trust and safety by sponsoring specific
research agendas both in the US and abroad. The most direct way for funders to do
this is to sponsor the creation of new publications, conferences, academic and industry
research collaborations, and competitions in specific low-resource languages. One
model for how this can work is exemplified by EVALITA, an event hosted by the Italian
Association for Computational Linguistics. In it, researchers submit datasets for new
language tasks and benchmarks, such as dating documents or identifying misogyny.
Then, researchers compete to train models to maximize those benchmarks and publish
the best results in conference proceedings, thereby driving interest and attention toward
Italian NLP and creating resources companies and external stakeholders can use to
evaluate Italian-language hate speech detection systems (Basile et al. 2020). EVALITA
has led to the creation of many trust and safety-related datasets, some of which at least
Google (and perhaps others) have used to evaluate and improve their Italian-language
moderation systems (Lees et al. 2022).

Finally, funders should also consider supporting social science research to better
understand where the limitations and shortcomings are in low-resource language
content moderation. Better understanding is needed at both a micro- and macro-level.
At the micro-level, research into the negative effects and disparate impacts of poor
content moderation in specific language contexts is necessary to help social media
companies better allocate resources and aid policymakers, academics, and civil society
in developing solutions. At the macro-level, research is needed to equip the NLP field
with an understanding of how to balance the positive effects of making language models
operate better in more lower-resource languages (e.g., economic inclusion, protection
from linguistic erasure, stopping scams and propaganda), from the negatives (e.g.,
labor displacement, dual-use problems with language models generating dangerous
content).

Today, the divide between high- and low-resource languages is a structural one. Power
is concentrated in a few languages, particularly English, and companies continue to
invest disproportionately in those languages. This colonial divide trickles down into
our language models and, in turn, our content moderation systems, where a lack of
high-quality data in many languages spoken by the majority of the world’s people leaves
those speakers disenfranchised and, worse, exposed to all of the internet’s greatest
dangers. Addressing this gap at a structural level requires direct involvement and input
from local language experts, and funding local NLP research in low-resource languages
is one step toward ensuring social media companies are serving everyone.
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