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1 Introduction 

In June 2023, Casey Newton, an American technology journalist, asked “Have we reached 
peak trust and safety?” (2023).1 Newton was responding rhetorically to a particular 
moment in time, one in which platforms seemed to be reducing investment in trust and 
safety overall, laying off entire teams (for example, after Elon Musk took ownership of 
the social media platform formerly known as Twitter), relaxing policies (Newton 2023), 
losing the trust of unpaid community moderators (Nix 2023; Roose et al. 2023), and 
slashing budgets for internal research (Vanian and Field 2023). However, recent world 
events—including but not limited to the COVID-19 pandemic, rising rates of tech abuse 
and online harassment, and mis/disinformation campaigns from politically motivated 
actors—have prompted increased attention in peer-reviewed scholarship about trust and 
safety topics. 

In particular, growing attention in scholarly spaces has centered on understanding online 
hurdles for human rights in our current digitally mediated information landscape (Suzor 
et al. 2019), particularly for historically marginalized communities (Noble and Tynes 
2016; Zolides 2021). The examples above demonstrate a growing recognition across the 
social sciences that “trust and safety” is an important research topic—even if scholars 
do not use this term. 

Beyond a general recognition of broad trends in how social scientists engage with the 
challenges of creating equitable digital landscapes, however, no attempt has been made 
to quantify or otherwise describe how peer-reviewed scholarship has discussed trust 
and safety. It is unclear how topics of interest (and the associated terminology) relevant 
to trust and safety (T&S) professionals are represented in peer-reviewed academic 
scholarship. To this end, if and how academic investigations intersect with T&S practice 
remains unclear. Our project asks: How does peer-reviewed scholarship approach issues 
relevant to the practice of trust and safety? 

The precedent of disconnect between peer-reviewed scholarship and on-the-ground 
T&S practice disadvantages both T&S professionals and researchers. This commentary 
attempts to bridge the lack of current engagement between T&S professionals and 
academic scholars by introducing the History of Trust and Safety Archive, a collaborative, 
dynamic Zotero database of peer-reviewed scholarship relevant to trust and safety (TSF 

1. Newton’s work builds on Kate Klonick’s analysis of the “Golden Age of Tech Accountability” (Klonick 
2023). In response to a panelist’s prompt, “Was 2021, in retrospect, a heyday for trust and safety online?,” 
Klonick unpacks the last five years of big tech regulation and industry trends. 
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2023). Our goal is for the History of Trust and Safety Archive to serve as a platform for 
connection and collaboration both academics and T&S professionals can use to learn 
from one another and develop a shared foundation of knowledge. 

This commentary summarizes our findings from a semi-systematic literature review 
using the Archive, and is a pilot test of using the Archive for a focused research purpose. 
We focus on a narrow slice of the peer-reviewed trust and safety scholarship in the 
History of Trust and Safety Archive: Communications and Human Computer Interaction 
(HCI) scholarship. We used the keywords “harassment” and “cyberbullying” to query 
the Archive. We selected these keywords to reflect both the glossaries of trust and 
safety terms available to the public and the language used in peer-reviewed scholarship. 
We chose to focus on the specific abuse types “harassment” and “cyberbullying” 
because these terms are recognized by T&S professionals and are also frequently 
used in Communications and HCI scholarship. Additionally, we selected these terms 
and associated abuse types to capture different dimensions of undesirable and illegal 
content. 

In our review, we found that peer-reviewed trust and safety scholarship follows several 
trends. First, the majority of work focused on harms and problems with online content 
and, subsequently, on developing techniques for identifying and preventing undesir-
able content. Additionally, the datasets researchers used primarily focused on publicly 
accessible social media data and the experiences of volunteer moderators and commu-
nity members. Based on these patterns, the core takeaways of this commentary are as 
follows. 

First, a takeaway for researchers is the need for increased focus on collaborations with 
T&S professionals to capture their valuable perspectives in peer-reviewed scholarship. 
Future research would benefit from expanding the topics and populations studied. 

Second, the major takeaway from this project for T&S professionals is that the dynamic 
challenges of their day-to-day T&S work, such as responding to new problems and the 
complications of real-world datasets, are not well represented in the peer-reviewed 
canon. Facilitating points-of-knowledge sharing and collaboration between scholars and 
professionals will be critical for producing research that accurately captures T&S as a 
phenomenon, practice, and profession. 

2 Approach 

Our approach to this literature review was both semi-systematic and iterative. To 
evaluate the current state of peer-reviewed scholarship, we developed an archive of 
peer-reviewed scholarship relevant to trust and safety.2 Focusing our inquiry on peer-
reviewed manuscripts/articles and monographs/books published by university presses, 
this search and manual review resulted in 1,287 items tagged as relevant to five social 
science disciplines: Communications, Human Computer Interaction (HCI), Law and Policy, 
Media Studies, and Science and Technology Studies (STS). Complementing the keyword 

2. We began to develop the Archive by formulating the problem: a lack of work reviewing and describing 
peer-reviewed contributions on T&S topics. From there, we identified broad project goals and objectives. These 
goals were developed through reflection and discussion with the Trust and Safety Foundation (TSF) team 
including both co-authors and community members, most notably Jeff Lazarus, a T&S professional who initially 
brought this project idea to TSF. Lazarus identified a lack of research surrounding the history of trust and 
safety as a profession. The team agreed this deficit also included a lack of scholarship capturing the firsthand 
experiences of T&S professionals who had established the field across the tech sector. Consequently, TSF 
began the History of Trust & Safety Project, including an interview-based study with practitioners and others in 
the T&S ecosystem. This manuscript is a more tightly scoped investigation within the broader project. In this 
manuscript, we are specifically focused on exploring the peer-reviewed academic literature. 
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approach, we recruited subject matter experts (SMEs) to review the Archive and provide 
their feedback. All of these experts, drawn from diverse contexts including academia, 
nongovernmental organizations, industry, and policy spaces, were intentionally selected 
based on their experience with trust and safety. 

For this literature review using the Archive, we focus on HCI and Communications 
scholarship, because these disciplines represent a high degree of relevant activity in the 
Archive. We used the keywords “harassment” and “cyberbullying” to query the Archive. 
These keywords were selected based on their widespread use across formal and informal 
trust and safety contexts; they also describe abuse types in terms T&S professionals use 
(TSPA, n.d.). 

3 Research Questions 

Virtually no attempts have been made to describe how trust and safety issues, like 
platform governance and online harassment, have been studied across academic dis-
ciplines. As noted above, as a starting point, we started by comparing HCI and Com-
munications scholarship with regard to “harassment” and “cyberbullying,” leading to 
Question 1: 

1. How does HCI and Communications peer-reviewed academic scholarship define 
online harassment and cyberbullying? 

Next, an intended application of the Archive is for others to be able to identify which 
methodological approaches have been used to understand trust and safety topics. 
Understanding the current state of scholarship includes critically evaluating the quality of 
the data that produces the findings used to inform future research. Our second research 
question centers on summarizing how HCI and Communications study “harassment” 
and “cyberbullying”: 

2. How does HCI and Communications peer-reviewed academic scholarship opera-
tionalize online harassment and cyberbullying? 

Peer-reviewed scholarship develops and changes over time. Particularly in the context of 
new technologies and the social changes accompanying them, scholarship varies in its 
level of attention to different topics. Capturing these trends is critical for identifying po-
tential oversights and opportunities for new work, prompting Research Question 3: 

3. What trends in understanding online harassment and cyberbullying are represented 
in HCI and Communications peer-reviewed academic scholarship? 

Finally, a major goal of this manuscript and the Archive is to connect the valuable 
insights of peer-reviewed scholarship to the work of T&S professionals. We developed 
our fourth research question to identify areas of connection, and potential opportunities 
for expansion, between scholarship and the experiences of professionals: 

4. How does peer-reviewed HCI and Communications academic scholarship present 
itself as informing trust and safety work from the perspective of professionals in the 
field? 

4 Findings 

Across the 75 peer-reviewed articles and books comprising this review, 45 (60%) 
collected data directly from users or studied user-generated content (UGC). This included 
any kind of user population from country-level surveys with school-aged youth (Jones, 
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Mitchell, and Finkelhor 2013; Ybarra et al. 2006) to interviews with individuals who 
have experienced severe online harassment (Blackwell et al. 2017; Chadha et al. 2020). 
Ten manuscripts (approximately 13% of items in the review) focused on populations 
of users who directly contributed to content moderation on social media platforms in 
some way. These community moderator-focused contributions included examinations 
of volunteer moderators in online communities (Seering and Kairam 2022; Wohn 2019) 
and several experiments that placed platform users into the role of content moderators 
(Foley and Gurakar 2022). The remaining 20 studies (approximately 27%) used empirical 
methods that did not study users or UGC. Of these 20 non-user studies, three were 
primarily focused on reviewing and describing publicly posted platform policies related 
to harassing users, inflammatory content, and other trust and safety concerns. 

From this overview, we noted what the research did not discuss. For example, none 
of the studies gathered empirical data consisting of social media content (i.e., forum 
comments, social media posts, images, private messages, etc.) that had been removed or 
modified through content moderation. Several studies used language keywords to identify 
harassing language in scraped UGC social media datasets (Dinakar et al. 2012; Felmlee 
et al. 2020; Founta et al. 2018; Francisco and Felmlee 2022; Golbeck et al. 2017; Raisi 
and Huang 2017). These studies used lists of undesirable language (including derogatory 
terms related to racial and ethnic groups, sexual minorities, and women) to evaluate 
the frequency of this content across time and context. However, none of the studies 
in our literature review examined content that was publicly accessible in some way. 
Researchers did not include any UGC that had been removed or altered, such as through 
automated flagging and content removal policies, prior to being captured. 

5 Focus on Harms and Problems 

The first major finding from this systematic review is that HCI and Communications 
scholarship relevant to trust and safety primarily centers on harms and problems online. 
Virtually every manuscript identified the challenges online platforms face in protecting 
users and preventing harmful and undesirable UGC, and the harms that targets of online 
harassment face. 

The manuscripts in this literature review capture a wide range of topics, contexts, study 
populations, platforms of interest, and theoretical orientations to understand online 
harassment. As a result, there is not any one particular definition or criteria used to 
determine what is or is not online harassment. Studies operationalized harassment and 
bullying primarily via UGC coding based on keyword lists of identity-based harassment 
and bullying content (Golbeck et al. 2017) and/or user-identified interpersonal harass-
ment (Goyal, Park, and Vasserman 2022). Even in more topically focused investigations, 
such as Feng and Wohn’s examination of bystander interventions in online harassment, 
we found that the terms “harassment” and “cyberbullying” were used interchangeably 
across studies (Feng and Wohn 2020). 

Across these differences, two overarching themes about what content does or does not 
constitute online harassment emerged. First, UGC that constitutes online harassment is 
generally content that relates to some kind of adverse outcome(s), such as adverse 
mental health outcomes or users not wanting to use the online platform anymore 
(Page et al. 2018). The second unifying thread across approaches to online harassment 
was that the harassing content had a clear target, either an individual (Blackwell et 
al. 2017; Golbeck et al. 2017), a social identity group(s) (Francisco and Felmlee 2022), or 
potentially both (Duguay, Burgess, and Suzor 2020). Online harassment was distinguished 
from other types of harm in UGC via connecting harassing content to humans, individuals, 
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or groups, in a negative or aggressive way. Both these trends are incredibly broad but 
serve as a starting point for connecting online harassment concepts across field sites, 
populations, and methodologies. 

6 Identifying and Preventing Undesirable Content 

The second major finding was that the scholarship we reviewed focused on developing 
technical approaches and theoretical frameworks to identify and prevent undesirable 
content online. A trend across the Communications and HCI scholarship was seeking an 
understanding of how to address undesirable content more effectively and accurately, 
and specifically how to prevent undesirable UGC. 

Many research contributions focused on describing how much online harassment content 
was produced on specific platforms during certain periods of time, such as in the wake 
of platform policy decisions (DeCook et al. 2022), or in databases of UGC scraped and 
qualitatively coded to identify harassing content (Golbeck et al. 2017). A handful of publi-
cations, rather than collecting new empirical data, reviewed other academic scholarship 
to identify trends in prevalence rates and forms of abuse (Razi et al. 2021). 

7 The Perspectives of Users vs. Platforms 

The final major finding from this review is that the experiences of users are portrayed in 
opposition to platforms. The experiences of users, particularly negative experiences, are 
highlighted to demonstrate perceived oversights and problems with listed policy and 
platform governance documentation. A majority of investigations in this review centered 
on observing user data, mostly text-based posts on social media platforms (Chatzakou et 
al. 2017) or interviews (Jhaver et al. 2022) and surveys (Im et al. 2022) with users. 

Platform users often have an outsiders’ view of how content is subject to moderation 
policy. An emerging thread of research focused on how users perceive content that 
has been subject to perceived moderation activity (i.e., user responses to flagged 
content [Bhandari et al. 2021] or what users say about the efficacy and transparency 
of moderation activities [Myers West 2018; Sanders et al. 2023]). These investigations 
identified a pattern of users and content creators feeling a disconnect between posted 
policy and platform rules and consequences. For example, one study examined the use 
of third-party blocklist applications that work with the Twitter API as an example of 
“bottom-up,” user-driven efforts to control the material they see and the people they 
interact with on Twitter (Jhaver et al. 2018). 

8 The Future of Trust & Safety Research 

This literature review examined how peer-reviewed scholarship from Communications 
and HCI discussed “harassment” and “cyberbullying.” In the 75 documents we reviewed, 
we identified three major findings relevant to T&S professionals and academic scholars 
working on trust and safety topics. First, academic inquiries centered on characterizing 
experiences of harm from online platforms. Second, the research focused on identifying 
harmful content and developing technical and procedural strategies for preventing and 
responding to it. Finally, this body of research prioritized the perspectives of users and 
often portrayed them as in conflict with that of platforms. 

In addition to the trends we identified, this investigation also contributes an intellectual 
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and practical framework for conducting literature reviews, using whatever trust and 
safety topics and keywords desired, to ask and answer questions with the Archive. 
From this review, there are several takeaways for T&S practitioners to consider when 
supporting their teams, connecting with academic scholars, and developing ways to 
manage emerging trust and safety challenges. 

9 Takeaways for T&S Practitioners 

The first takeaway for T&S practitioners is that online harassment/cyberbullying schol-
arship in Communications and HCI almost exclusively considers public-facing data to 
understand trust and safety issues. Virtually all data is from an “outsider’s” perspective 
via publicly accessible documentation, observable UGC, and the perceptions of everyday 
platform users. The investigations in the Archive did not interface with actors working 
behind the scenes. Based on this, T&S professionals using the Archive will (perhaps not 
surprisingly) note that it is rare for peer-reviewed inquiries to focus on the day-to-day, 
mostly invisible work required to sustain online platforms. Any insights for T&S practice 
should consider that the data is almost exclusively captured from users and content that 
is not removed. 

We also found that the majority of investigations focused on highly contextualized 
datasets. Most academic researchers have access only to publicly accessible UGC. Due to 
data accessibility barriers, private content (a large portion of UGC) is not well represented 
in empirical scholarship. Additionally, researchers usually studied a particular community 
(DeCook et al. 2022), a particular social platform (most often Twitter) (Golbeck et 
al. 2017), and/or over a restricted time span (Myers West 2018). With the constantly 
evolving nature of T&S work, what was important for understanding harassment and 
cyberbullying at one moment in time in one subcommunity may not apply across different 
companies and teams. 

Finally, a major challenge for deriving takeaways for professional practice from this 
corpus is that many articles center on users’ self-reported experiences of harassment. 
The scale for user-reporting is often small, such as 20–30 interviews or several hundred 
survey responses. It is also unclear, based on what is represented in these manuscripts, 
how the populations studied and the analyses conducted by these researchers align with 
reports from platforms. 

10 Takeaways for Researchers 

For scholars interested in pursuing trust and safety scholarship, this review highlights 
several opportunities. First and foremost, the current body of peer-reviewed research 
centers on users. User perspectives are one of many in understanding online trust and 
safety. Current approaches to studying trust and safety issues are also largely limited to 
public-facing material. Seeking the input of T&S professionals and other stakeholders 
involved in platform governance would improve the quality and relevance of the research. 
Academic scholars and T&S professionals have different experiences and expertise. 
Combining them will increase the likelihood that research findings are relevant and 
applicable to trust and safety work. 

The lack of professional perspectives was present in both the HCI and Communica-
tions scholarship. The HCI scholarship identified computational techniques to improve 
the accuracy of recognizing automated harassment/bullying content, reduce human 
moderation costs, and identify trends across users and contexts. The Communications 
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scholarship focused on elements of language and social behavior that predict producing 
undesirable content online. 

However, based on what’s reported in these investigations, T&S practitioners were not 
consulted in the design and testing of these interventions. In addition to these tools 
potentially informing T&S practice, deploying them in real-world contexts could serve 
as a critical source of data to confirm, challenge, and/or expand on the researchers’ 
conclusions. Researchers are often testing technical specifications and moderation 
guidelines with highly curated datasets and crafted experimental scenarios. T&S pro-
fessionals have a deep understanding of addressing real-time T&S issues at scale and 
what approaches may or may not be effective in their workflows. Additionally, T&S 
professionals face external pressure, such as government regulation, from stakeholders 
who do not fully understand T&S work. The perspectives of T&S professionals will help 
accurately contextualize data and conclusions in academic research. Thus, input and 
collaboration from T&S professionals would reveal potential issues with using these tools 
in T&S practice. 

Additionally, we found that peer-reviewed scholarship does not make a meaningful 
distinction between platforms, the multifaceted stakeholder teams contributing to 
platform functionality including T&S teams, and individual T&S professionals. The form 
and function of platforms are complex. The approaches in this literature review did not 
capture the perspectives of the people and groups supporting online platforms, such as 
paid content moderators, regulators, and other teams who play a role in determining what 
material is flagged for review, what remains visible and accessible to users, and when 
and what is posted as official guidelines. What is visible to the public does not capture 
the full story of how and why decisions are made. Incorporating T&S professionals in the 
research process would offer more nuance from the involved parties contributing to the 
“output” of trust and safety activities on online platforms. 

Next, there are major areas of contribution for trust and safety studies that have not 
been explored in peer-reviewed scholarship. In this review, we did not find consistent 
definitions of harassment and cyberbullying. Additionally, the definitions and theoretical 
approaches these investigations used were derived, understandably, from scholarship in 
the discipline to which the authors were contributing. Trust and safety scholarship exists, 
but it is fragmented across disciplines and terminologies. Future work on semi-systematic 
and systematic reviews would make valuable contributions to understanding the scope 
and content of trust and safety research. In tandem with recruiting T&S professionals 
as research participants, recruiting T&S professionals to have a seat at the table when 
developing approaches and takeaways would better contextualize the contributions 
and limitations of studies in T&S practice rather than somewhat idealized empirical 
settings. 

There are ample opportunities to meaningfully collaborate with T&S professionals in 
peer-reviewed research. For example, subscribing to newsletters from industry voices 
and trust and safety nonprofits are potential avenues for identifying collaborators. The 
History of Trust & Safety Zotero Archive is one resource available to find academic 
scholars working on topics of interest (TSF 2023). The Trust and Safety Professional 
Association3 hosts an annual conference, networking events, and other opportunities for 
connecting with T&S professionals around shared work and interests. Other resources 
include the Technology Coalition,4 Tech Against Terrorism,5 the Integrity Institute,6 the 

3. https://www.tspa.org/ 
4. https://www.technologycoalition.org/ 
5. https://techagainstterrorism.org/ 
6. https://integrityinstitute.org/ 

https://www.tspa.org/
https://www.technologycoalition.org/
https://techagainstterrorism.org/
https://integrityinstitute.org/
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Digital Trust & Safety Partnership,7 the Trust and Safety Foundation,8 INHOPE,9 and, of 
course, the Stanford Internet Observatory’s annual Trust & Safety Research Conference. 
Inviting T&S professionals to the table, both as participants in research studies and as 
consultants and collaborators for research projects centered around trust and safety 
issues, will align research outcomes and contributions more closely with the scale and 
progression of the trust and safety challenges professionals face every day that impact 
millions of people worldwide. 

7. https://dtspartnership.org/ 
8. https://trustandsafetyfoundation.org/ 
9. https://www.inhope.org/ 

https://dtspartnership.org/
https://trustandsafetyfoundation.org/
https://www.inhope.org/
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