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Abstract. This study explores a sample of 1,546 anonymous individuals 
who voluntarily responded to our ”Help us to help you” survey when 
searching for child sexual abuse material (CSAM) on the dark web. Nearly 
half (42%) of the respondents reported that they had sought direct con-
tact with children through online platforms after viewing CSAM, and 58% 
reported feeling afraid that viewing CSAM might lead to sexual acts with 
a child or adult. This study analyses whether certain risk factors are 
linked to a higher likelihood of contacting children after viewing CSAM. It 
finds that certain factors are associated with a self-reported likelihood 
of having contacted children online after viewing CSAM, including more 
frequent use of CSAM, older age of first exposure to CSAM, viewing CSAM 
depicting toddlers and infants, having thoughts of self-expressing prior 
to viewing CSAM, and being in contact with other CSAM users. 

1 Introduction 

The prevalence of the creation, distribution, and use of child sexual abuse material 
(CSAM)—images and videos depicting child sexual abuse and exploitation—has dramati-
cally increased in recent years, facilitated in part by technological developments and 
the ease accessing such material online (NCMEC 2021). The use of CSAM is now ac-
knowledged as a global problem (see Wolak, Finkelhor, and Mitchell (2009); Long, Alison, 
and McManus (2013)). INTERPOL’s Child Sexual Exploitation database currently holds 
over 2.7 million individual images and videos of child sexual abuse and exploitation 
(INTERPOL 2021), and reports of online sexual exploitation from the public doubled 
from 2019 to 2020 (NCMEC 2021). However, since sexual violence against children and 
the CSAM generated from this abuse are kept hidden, the true extent of the problem is 
unknown; estimates of the prevalence such materials appear to be just the tip of the 
iceberg (Quayle 2008). Yet it is clear that the creation, distribution, and use of CSAM is on 
the rise (Setter et al. 2021; Motivans and Kyckelhahn 2007; EUROPOL 2020). Children 
depicted in CSAM face significant lifelong negative impacts and persistent revictimization 
each time the material is shared and viewed (C3P 2017). In a survey of survivors of 
child sexual abuse, many respondents expressed that the distribution of their images 
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impacted them differently than the hands-on abuse they suffered because while the 
former had ended, the images and recordings were a permanent record of the abuse 
(see C3P 2017, p. 148). 

In this article, we refer to individuals who search for, view, create, and/or distribute 
CSAM as ”CSAM users.” The severity of CSAM can be categorized into one of 10 levels 
on the COPINE scale,1 ranging from indicative CSAM (”pictures of children playing in 
normal settings, in which the context or organization of pictures by the collector indicates 
inappropriateness”) to CSAM depicting sadistic sexual abuse or abuse involving bestiality 
(Taylor, Holland, and Quayle 2001, pp. 68–69). We use the term ”CSAM” here instead of 
”child pornography” to highlight the misleading nature of the term ”pornography,” which 
implies consent and the creation of material willingly (Greijer and Doek 2016). 

In this study, we analysed a sample of 1,546 anonymous individuals who voluntarily 
responded to our ”Help us to help you” survey when searching for CSAM on the dark 
web,2 where a large portion of CSAM is shared (Setter et al. 2021). The survey asked 
respondents to answer questions about their thoughts, feelings, and behaviours related 
to their use of CSAM to gather information about CSAM users to inform the development of 
the ReDirection Self-Help Program, an anonymous rehabilitative program for individuals 
who use CSAM (Insoll T and N 2021). Nearly half (42%) of the respondents reported 
that they had sought direct contact with children through online platforms after viewing 
CSAM, and 58% described feeling afraid that viewing CSAM might lead to sexual acts 
with a child or adult. Our research examined the link between the use of CSAM and 
directly contacting children online. We analysed whether certain covariates—such as 
age of first exposure to CSAM, frequency of use of CSAM, type of material used, and 
contact with other CSAM users—were associated with two outcomes: directly contacting 
children and fearing that the use of CSAM will lead to sexual acts with a child or adult. We 
conducted bivariate analysis of each covariate and outcome at a time, as well as linear 
regression models to analyze mutually adjusted associations between the covariates 
and the outcomes. 

CSAM users who directly contact children online pose severe risks to children and can 
result in the commission of crimes of sexual violence. Those who contact children online 
with the intention to meet in person may be grooming them by luring or manipulating 
them into meeting up offline to commit contact sexual offenses. Those who have no 
intention to meet in person also pose a significant risk as they may be ”online grooming” 
children, i.e. luring or manipulating them into producing sexual images or videos that 
may be used for sexual extortion, blackmail, and/or distributed online to other CSAM 
users (Greijer and Doek 2016). This may also include coercing children to livestream 
sexual content of themselves. 

This study found that certain factors are associated with a self-reported likelihood of 
having contacted children online after viewing CSAM, including higher-frequency use of 
CSAM, older age of first exposure to CSAM, viewing CSAM depicting toddlers and infants, 
having thoughts of self-expressing prior to viewing CSAM, and being in contact with other 
CSAM users. 

1. The COPINE scale is a typology of CSAM developed by the Combating Paedophile Information Networks 
in Europe (COPINE) project. The typology is based on analysis of publicly available images obtained from 
newsgroups and websites (Quayle 2008). 
2. The dark web is the World Wide Web content inside encrypted overlay networks, which requires specialised 

software to access. 
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2 Prior Research 

This research was undertaken to address a gap in the research on CSAM users, which has 
to date largely focused on convicted or known samples of offenders (Bourke and Hernan-
dez 2009; Seto and Eke 2005). This study examines a global sample of anonymous CSAM 
users through a self-reported online survey. Past studies have called for developing a 
”non-clinical and non-correctional” sample of individuals viewing CSAM (including Ray, 
Kimonis, and Donoghue (2010); Eke, Seto, and Williams (2011) p. 163; Seto, Hanson, 
and Babchishin (2011)) to provide insight into the population of undetected CSAM users 
and the association between viewing CSAM and directly contacting children (Long, Alison, 
and McManus (2013); Ray, Kimonis, and Donoghue (2010), p. 87; Seto, Hanson, and 
Babchishin (2011)). 

Since few previous studies have examined the link between the use of CSAM and directly 
contacting children online, we focus here on prior research on the link between the use 
of CSAM and direct contact offenses against children. We acknowledge that directly 
contacting children online may lead not only to direct contact offenses, but also to equally 
egregious online offenses such as grooming to produce further CSAM or to livestream 
sexual abuse, harassment, sexual extortion, etc. The association between the use of 
CSAM and the commission of contact offenses of sexual violence against children has 
received increasing academic attention in recent years. CSAM users demonstrate that 
they have an interest in sexualizing children, and having repeated exposure to such 
material reinforces that interest (Carr 2013). Thus, it is commonly assumed that CSAM 
users are at risk of contact offending against children (see p. 96). However, the evidence 
of this link in previous research has been mixed (see Carr 2013; Seto, Hanson, and 
Babchishin 2011), ranging from 1% (Endrass et al. 2009) to 85% (Bourke and Hernandez 
2009). A meta-analysis conducted by Seto, Hanson, and Babchishin (2011) concluded 
that 12% of CSAM offenders had an official criminal history of a contact sexual offense 
against a child, while 55% of CSAM offenders admitted to contact sexual offenses in 
self-report studies. As Seto, Hanson, and Babchishin (2011) expected, the samples 
using official data had lower rates of contact sexual offenses than those using self-
reported offense histories (see p. 124). This supports the claim that ”official records are 
a conservative estimate of actual offending” (p. 135). 

Research on CSAM users contact offending against children has uncovered a number of 
factors that may be associated with a higher risk of committing contact sexual offenses 
(see Faust et al. (2015); Seto, Hanson, and Babchishin (2011); McManus et al. (2015); 
Eke, Seto, and Williams (2011); Long, Alison, and McManus (2013); McCarthy (2010)). 
Such factors include socio-demographic characteristics such as age (e.g., Eke, Seto, and 
Williams (2011) found that younger offender age at the time of first arrest or conviction 
was a significant predictor of future detected offending) and gender (Faust et al. 2015; 
Wolak, Finkelhor, and Mitchell 2009). Other identified risk factors include antisocial 
behavior (Carr 2013); intimacy and social skill deficits (e.g. poor social skills, emotional 
identification with children, loneliness, see Carr (2013)); cognitive distortions; access to 
children (Long, Alison, and McManus 2013); criminal history (see McManus et al. (2015), 
p. 370; Seto, Hanson, and Babchishin (2011), p. 137); substance abuse (see Seto, 
Hanson, and Babchishin (2011), p. 137); sexual deviance (e.g. sexual interest in children, 
pedophilia, sexual sadism, see Seto, Hanson, and Babchishin (2011), p. 137; Eke, Seto, 
and Williams (2011), p. 156); contact with other CSAM users (McCarthy 2010); and 
stronger involvement with CSAM (McCarthy 2010). 

Prior research has uncovered the heterogeneity of CSAM users and the various path-
ways that lead to CSAM offending and to further online and offline offending (Merdian 
et al. 2018; Babchishin, Karl Hanson, and Hermann 2011; Henshaw, Ogloff, and Clough 



4 Journal of Online Trust and Safety 

2017). For example, past studies have found that some individuals may start to use CSAM 
after committing contact sexual offenses against children (McCarthy 2010; Elliott and 
Beech 2009). CSAM users have also been found to vary in terms of education, employ-
ment, and family background (Wortley and Smallbone 2012). A number of researchers 
have suggested that the pathways of CSAM users can be differentiated based on their 
motivations for using CSAM as either contact driven (i.e. they want to meet children 
offline) or fantasy driven (i.e. they contact children online to play out a fantasy but do 
not plan to meet in person) (Merdian et al. 2018; Seigfried-Spellar et al. 2019). Thus, 
CSAM users who seek contact with children online may pose different risks to children 
depending on their personal motivations. Contact-driven CSAM users may pose a higher 
risk of committing contact sexual offenses, such as grooming or encouraging a child to 
meet with them in person for the purposes of committing contact sexual abuse, whereas 
fantasy-driven CSAM users may pose a risk of committing further online crimes against 
children, such as coercing a child online to produce CSAM, or coercing a child to offend 
against other children. 

3 Methodology 

Participants were recruited to voluntarily answer the ”Help us to help you” survey after 
having searched for CSAM on dark web search engines using at least one of the 179 
search terms explicitly used to search for CSAM that we collected from multiple national 
and international law enforcement agencies.3 The search terms were selected from 
existing lists in English, Russian, Spanish, and Swedish based on the criteria that they are 
used only to search for CSAM. When an individual conducts a search containing any of 
these terms on one of the three dark web search engines, they are instead provided with 
the option to voluntarily click on the ”Help us to help you” survey or the ”No need for help” 
survey, which are available to answer in 12 languages. The surveys were first developed 
in English and translated into 11 other languages by professionals and authorities working 
in the field of child protection. The translations were cross-checked to ensure that the 
survey questions and results were comparable across languages. 

The survey was conducted on the dark web, where anonymity enables individuals to 
engage in illegal activities, including the distribution and use of CSAM. While the majority 
of CSAM is accessed through the surface web, a large portion is accessed and distributed 
on the dark web (Setter et al. 2021). The most popular software used to access the dark 
web is the Tor Browser, an open source privacy network with over 2.5 million daily users, 
which allows users to browse the web anonymously (The Tor Project 2021b). 

The Tor network traffic is encrypted and routed through the Tor network, which hides the 
IP address, circumvents online censorship, and offers access to onion (hidden) services 
hosted on the Tor network (Dingledine, Mathewson, and Syverson 2004). The onion 
services are domain addresses that are not connected to any IP addresses and are thus 
anonymous. Tor offers the ability to operate websites anonymously, so the onion services 
host anonymous content. Of the 750,000 existing onion services (The Tor Project 2021a), 
at least 30,000 host web content that can be accessed using the Tor Browser (Nurmi 
2021). 

Tor is mainly used to access legal clear web content, as only 6.7% of Tor users access 
hidden onion services (Jardine, Lindner, and Owenson 2020). Although anonymity 
technologies are legal and widely used for everyday web browsing purposes, a large 
amount of CSAM is shared and viewed on the dark web using Tor (Setter et al. 2021). 
The Tor network provides privacy; it is very difficult to track Tor users or reveal the real 

3. To maintain confidentiality, we do not disclose the details of the sources of the search terms. 
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locations of onion websites hosted on the network (Nurmi 2019). Thus there are no 
effective ways to shut down onion websites or prevent users from accessing them (Nurmi 
2019). The Tor network itself cannot filter the content transferred because it is encrypted. 
A significant portion (46.6%) of the onion services are estimated to share some grey 
area content, ranging from the discussion of illegal activities (i.e., how to order illegal 
drugs) to providing illegal services (i.e., marketplaces for illegal drugs) (see Broadhurst 
(2021)). As of 2014, an estimated 17% of the onion services provided ”adult content,” 
about half of which was classified as CSAM (Spitters, Verbruggen, and Van Staalduinen 
2014). For example, The Welcome to Video onion service (Broadhurst 2021), a forum 
that traded CSAM between July 2015 and March 2018, offered over 250,000 CSAM files 
(eight terabytes) and had 4,000 customers who paid with cryptocurrencies. 

The surveys were shared on at least three popular dark web search engines: Ahmia.fi, 
OnionLand, and Onion Search Engine, which are used to search for content in the Tor 
network.4 Winter et al. (2018) conducted interviews and an online survey to investigate 
how users find onion services. They found that ”[t]he three most popular ways that almost 
half of our survey participants discovered onion sites by were via (i) social networking 
sites such as Twitter and Reddit (48 percent), (ii) search engines such as Ahmia, (46 
percent) and (iii) randomly encountering links when browsing the Web (46 percent).” 
Since dark web search engines (such as Ahmia) act as common entry points for Tor, we 
placed the surveys directly in the search engines to recruit individuals accessing CSAM 
on Tor. As a number of dark web search engines were contacted, it is possible that the 
surveys were shared on search engines in addition to the three mentioned above. 

Figure 1 on the following page, a screenshot from the Ahmia search engine, depicts the 
results that appear when an individual tries to search for CSAM on Ahmia using one of 
the search terms. The individual is not shown any search results but is instead presented 
with links to answer the ”Help us to help you” or ”No need for help” surveys, as well as 
the link to the ReDirection Self-Help Program, which can be accessed through Tor. 

Clicking on the ”Help us to help you” survey redirected the individual to a Webropol web-
page stating that the survey is anonymous and will not collect any identifiable information 
from the respondents. By voluntarily clicking on the survey and answering the questions, 
the respondents provided implied consent to participate in the study. The respondents 
were not required to answer any questions in the survey and could skip any question. 
The survey contains 32 questions and takes approximately 15–20 minutes to complete 
and provides no compensation to participants. The surveys did not ask respondents 
to disclose any identifiable information, such as their age, nationality, or gender that 
would compromise participant privacy or confidentiality. Questions were intentionally 
phrased to avoid inquiring about specific details of criminal behavior (e.g., time, date, 
place, victim details). The survey asked respondents about their thoughts, feelings, and 
behaviors related to their use of CSAM to gather information to develop the ReDirec-
tion Self-Help Program, an anonymous rehabilitative program for CSAM users based on 
cognitive behavioral therapy (“International Child Sexual Exploitation database.” 2018). 
This program is available on the surface web and dark web in English and Spanish and 
appears alongside the surveys when individuals search for CSAM on dark web search 
engines (see Figure 1 on the next page). The program is currently being translated into 
additional languages to reach more individuals. 

4. Ahmia.fi search is available on juhanurmihxlp77nkq76byazcldy2hlmovfu2epvl5ankdibsot4csyd.onion, 
OnionLand search is available on 3bbad7fauom4d6sgppalyqddsqbf5u5p56b5k5uk2zxsy3d6ey2jobad.onion, 
and Onion Search Engine is available on kn3hl4xwon63tc6hpjrwza2npb7d4w5yhbzq7jjewpfzyhsd65tm6dad. 
onion. 

https://Ahmia.fi
https://Ahmia.fi
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Figure 1: Screenshot of search results on Ahmia with search terms only used in the 
context of CSAM. 

3.1 Hypotheses 

The current study explores characteristics of CSAM users in order to identify potential 
correlations between CSAM users who self-report having feared that their use of child 
sexual abuse material will lead to sexual acts against children, and those who report 
having directly contacted children through online platforms after viewing CSAM. It tests 
the following hypotheses. 

We expect that: 

1. First exposure to CSAM at an early age will be correlated with a self-reported 
likelihood of contacting children after viewing CSAM. 

2. Frequent and long duration of use of CSAM will be correlated with a self-reported 
likelihood of contacting children after viewing CSAM. 

3. Use of CSAM depicting infants and toddlers aged 0–3 years will be correlated with 
a self-reported likelihood of contacting children after viewing CSAM. 

4. The presence of predominantly sexual thoughts and sexual thoughts about children 
prior to searching for and viewing CSAM will be correlated with a self-reported 
likelihood of contacting children after viewing CSAM. 

5. Experiencing negative feelings prior to using CSAM will be correlated with a self-
reported likelihood of fearing that the use of CSAM will lead to sexual acts with a 
child. 

6. Being in contact with other CSAM users will be correlated with a self-reported 
likelihood of contacting children after viewing CSAM. 
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4 Data and Methods 

4.1 Sample 

This paper analyses a sample of 1,546 individuals who voluntarily responded to the ”Help 
us to help you” survey after searching for CSAM on a dark web search engine from May, 
5 2021 to October 25, 2021. The respondents answered the survey in 12 languages.5 

The majority answered in English or Spanish. 

The sample for analysis was extracted from the full sample of 9,282 respondents who 
started answering the survey during the data collection period. From this set, we included 
only those who completed the survey and submitted their response (4,044) and used 
list-wise deletion for missing values and included only respondents with complete data 
on all covariates and outcomes (2,233). Additionally, we included only respondents 
who self-reported watching CSAM (”CSAM related to boys aged 4–13 years,” ”CSAM 
related to girls aged 4–13 years,” or ”CSAM related to infants and toddlers aged 0-3 
years”), and excluded those who self-reported watching other material (images and 
videos ”related to violent or sadistic and brutal material” and ”other violent material”).6 

The final sample thus only includes individuals who explicitly self-reported using CSAM 
(see Table 1). 

Table 1: Survey answers and individuals who explicitly self-reported using CSAM. 

Opened the ”Help us to help you” survey 108,330 

Started answering the ”Help us to help you” survey 9,282 

Completed the ”Help us to help you” survey and submitted response 4,044 

Complete data on all covariates and outcomes 2,233 

Use images and videos depicting CSAM 1,546 

Final Analytical Sample 1,546 

4.2 Outcomes 

We use two outcomes to measure the respondents’ contact seeking with children. The 
first is based on answers to the question ”How often after viewing CSAM/illegal material 
have you sought direct contact with children through online platforms?” and the second 
outcome on answers to the question ”I feel afraid that viewing CSAM/illegal violent 
material might lead to sexual acts against a child or another human.” Answers to both 
were scored on a five-point scale ranging from ”1 Not at all” and ”Never” to ”5 Nearly 
every time.” These variables are used as outcomes in linear regression models. For our 
bivariate analysis we recoded the variables into binary measures: 0 = those who reported 
never seeking contact or fearing sexual acts, 1= all others. 

5. During the data collection period, the survey was available in 12 languages: Dutch, English, Estonian, 
Finnish, French, German, Italian, Japanese, Norwegian, Russian, Spanish, and Swedish. The survey is currently 
still running, now in 17 languages (additionally Arabic, Polish, Portuguese, Tagalog, and Thai). 
6. Question 5 of the ”Help us to help you” survey asked the respondents what type of material they use: ”5. 

I use images and videos - Related to violent or sadistic and brutal material - CSAM related to boys aged 4-13 
years - CSAM related to girls aged 4-13 years - CSAM related to infants and toddlers aged 0-3 years - Other 
violent material, what?.” Only respondents who self-reported using CSAM were included in the final analytical 
sample. 
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4.3 Covariates 

Table 2 on the next page reports the distributions of all covariates used in the analysis. 
The first variables measure the onset, duration, and frequency of CSAM use. Onset refers 
to the age at which the respondent was first exposed to CSAM and is measured with a 
five-category scale ranging from ”13 years or under” to ”over 35 years old.” Duration 
of use of CSAM is scaled from ”1-4 weeks” to ”5 years or more.” Frequency is also 
measured with a five-category scale, ranging from ”Occasionally” to ”Daily.” The next 
covariates measure the type of material the respondents use and their thoughts/feelings 
prior to doing so. The questions distinguish between ”CSAM related to girls aged 4–13 
years,” ”CSAM related to boys aged 4–13 years,” and ”CSAM relating to infants and 
toddlers aged 0–3 years.” Thoughts before CSAM use include five categories (”Sexual 
thoughts/thoughts about arousal,” ”Sexual thoughts about children/illegal material,” 
”Thoughts about self-expressing,” ”Other thoughts,” and ”I have no specific thoughts”). 
Feelings before using CSAM use are also scored on five categories (”I feel optimistic and 
good about myself,” ”I feel sexually aroused/agitated,” ”I feel guilt and shame,” ”I feel 
depressed or anxious,” and ”Other feelings”). The final set contains two variables indicat-
ing whether the respondent has told somebody about their CSAM use, and whether/how 
frequently they are in contact with other CSAM users. The initial five-category variables 
are simplified for the regression models by combining answer categories ”Yes.” 

Nearly two-thirds (65%) of respondents were first exposed to CSAM/illegal violent ma-
terial when they were under the age of 18: 32% were under 13 years old, and 33% 
were 14–17. Approximately 22% reported that they first saw CSAM by intentionally 
searching for it, while 43% reported first seeing the material by accident. Almost half 
of the respondents reported that they have been searching for CSAM for over 1 year, 
and 23% view this material weekly or more often. Most respondents report searching 
for material depicting young girls, while 9% report searching for material depicting tod-
dlers and very young children. Most respondents report that they usually have sexual 
thoughts/thoughts about sexual arousal (44%) or sexual thoughts about children/illegal 
material (32%) before searching for and viewing CSAM. In addition, the respondents 
predominantly report feeling sexually aroused/agitated before using CSAM (43%), but 
many report feeling optimistic (21%). Most respondents (70%) reported that they have 
never told anyone about their use of CSAM. A large portion (42%) of respondents said 
they had at least sometimes been in contact with other users of CSAM/illegal violent 
materials. 
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Table 2: Descriptive statistics. 

Question n % 

When I first saw CSAM/illegal violent material I was 
13 years old or under 492 31.8 
14–17 years old 502 32.5 
18–25 years old 333 21.5 
26–35 years old 119 7.7 
over 35 years old 100 6.5 

When I first saw CSAM/illegal violent material, it was 
Accidentally 668 43.2 
Through my social connections 219 14.2 
After searching actively for other hard-core material 294 19.0 
After searching actively for sexual CSAM / illegal material 337 21.8 
Other occasion, what? 28 1.8 

I have actively searched and viewed CSAM/illegal violent material for 
1–4 weeks 536 34.7 
1–6 months 267 17.3 
1 year 236 15.3 
2 years 175 11.3 
5 years or more 332 21.5 

I search and view illegal violent material 
Occasionally 712 46.1 
Once a month 239 15.5 
Several times a month 253 16.4 
Weekly 182 11.8 
Daily 160 10.3 

I use images and videos 
CSAM related to boys aged 4–13 years 395 25.5 
CSAM related to girls aged 4–13 years 1022 66.1 
CSAM related to infants and toddlers aged 0-3 years 129 8.3 

What are your thoughts before you search or view CSAM/illegal violent material? 
Sexual thoughts/thoughts about sexual arousal 683 44.2 
Sexual thoughts about children/illegal material 487 31.5 
Thoughts about self expressing 151 9.8 
Other thoughts 37 2.4 
I have no specific thoughts 188 12.2 

How are you feeling before you think, search or view CSAM/illegal violent material? 
I feel optimistic and good about myself 328 21.2 
I feel sexually aroused/agitated 667 43.1 
I feel guilt and shame 303 19.6 
I feel depressed or anxious 210 13.6 
Other feelings 38 2.5 

Have you told anyone about your use of CSAM/illegal violent material? 
No, never 851 55.0 
I have thought about telling someone 232 15.0 
Yes, to a person close to me 281 18.2 
Yes, anonymously 149 9.6 
Yes, to whom? 33 2.1 

Have you been in contact with other CSAM/illegal violent material users? 
Yes, weekly 198 12.8 
Yes, monthly 172 11.1 
Yes, sometimes 287 18.6 
No, never 498 32.2 
I do not want to be in contact with other users 391 25.3 
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4.4 Methods 

We employ both bivariate and multivariate methods in the analysis. We start by pro-
viding descriptive statistics on the distributions of the two outcome variables. In the 
bivariate analysis, given that the covariates are categorical, we calculate the means 
of both continuous outcomes in each variable category and provide cross tabulations 
with the dichotomized versions of the outcomes. In a last step, we regress the two 
outcomes on all the chosen covariates simultaneously to see which associations persist 
after mutually adjusting for all covariates. The results of the linear regression models 
are presented with unstandardized regression coefficients, standard errors, and 95% 
confidence intervals. 

4.5 Limitations 

We acknowledge that this study suffers from at least four limitations. 

1. Inevitable biases in anonymous self-report studies 

The nature of an anonymous self-report survey inevitably calls the reliability of the 
responses into question. We must bear in mind when analyzing the results that respon-
dents may exhibit a variety of biases. For example, there may be a downward bias on the 
question asking whether the respondent has ever directly contacted a child after using 
CSAM, as many may be unwilling to admit to illicit behavior due to the fear of discovery. 
Thus, the true prevalence of contacting children among CSAM users may be even higher 
than 42%. Seto, Hanson, and Babchishin (2011) also point out that some self-reported 
offenses may be false confessions. Nonetheless, the results provide valuable insights 
into undetected CSAM users, who may otherwise never be known or convicted. 

2. Respondents’ sociodemographic characteristics are unknown 

Given the novelty of the research methodology, at the start of the project it was uncertain 
whether individuals seeking CSAM on the Tor Browser would be willing to answer a survey 
of this kind, due to fear of discovery (Seto, Hanson, and Babchishin 2011). Although 
it is possible to access the survey on Webropol anonymously using the Tor Browser, 
individuals may not want to visit webropol.com as it is a clear web website and requires 
enabled JavaScript. The survey was designed to minimize the collection of any kind 
of personal or demographic information that might deter users from answering due to 
privacy concerns. While our findings could have been more precise if we were able to 
control for respondents’ age and sex, we did not know how the response rate would 
change if the survey included more detailed questions. Future methodological research 
should examine this tradeoff. 

3. Representativeness of sample group 

The sample of CSAM users reached by this survey may not accurately represent the 
broader population of CSAM users. The survey reached only those who searched for 
CSAM on certain popular Tor search engines, using search terms known to law enforce-
ment, and thus did not reach individuals who search for and access CSAM on the surface 
web, or people who access CSAM through inside forums and other peer-to-peer systems 
rather than through dark web search engines. Additionally, as the list of search terms we 
used were only in four languages (English, Russian, Spanish, and Swedish), the surveys 
may not have reached other language areas. 

4. Limitations in survey questions 

As with any survey, the survey questions we analyze may be subjective; each respondent 
may have interpreted them differently. For example, question 17 asked respondents how 

https://webropol.com
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often they ”feel afraid that viewing CSAM/illegal violent material might lead to sexual 
acts against a child or another human”. ”Sexual acts” is not defined and thus leaves 
significant room for interpretation. This may affect the results, as respondents may 
define sexual acts differently, for example as contact vs. virtual sexual acts. 

The survey results indicate that many CSAM users self-report having directly contacted 
children online after viewing CSAM, however we do not know the motivation behind 
such contact, including whether respondents intend to meet up with children when 
seeking contact online. This information would be important to assess the proportion of 
CSAM users at risk of committing contact sexual offenses in person, and those at risk 
of committing further sexual offenses against children online. While this information 
would be significant, asking the respondents to give detailed responses regarding their 
motivations for contacting children may dissuade them from submitting their survey 
responses. Further research should examine the motivations for CSAM users seeking 
direct contact with children online. 

5 Results 

5.1 Outcome Distributions 

Table 3 presents the full distributions of the two outcome variables. The first outcome 
distribution shows that 58% of respondents self-reported that they at least rarely (i.e. 
”rarely,” ”monthly,” ”weekly,” or ”nearly every time”) feel afraid that their CSAM use may 
lead to sexual acts, and 24% feel this way weekly or nearly every time they use CSAM. 
Similarly, the second outcome distribution shows that 42% of respondents self-reported 
that they have sought direct contact with children online after viewing CSAM/illegal 
violent material at least rarely (i.e. ”rarely,” ”monthly,” ”weekly,” or ”nearly every time”); 
10% of respondents said they have sought direct contact with children online weekly or 
nearly every time after viewing CSAM/illegal violent material. The means of the outcomes 
(range 1–5) are 2.34 (fear sexual acts) and 1.80 (sought contact online). 

The outcome distributions indicate that many online CSAM users directly approach 
children online after viewing CSAM/illegal violent material. An even larger share of CSAM 
users self-report that they are afraid that their use of CSAM may lead to sexual acts with 
a child or adult. 

Table 3: Outcome distributions. 

Question n % 

I feel afraid that viewing CSAM/illegal violent material might lead to sexual acts against a child or another human 
Not at all 651 42.1 
Rarely 327 21.2 
Monthly 200 12.9 
Weekly 128 8.3 
Nearly every time 240 15.5 

How often after viewing CSAM/illegal violent material have you sought direct contact with children online 
Never 899 58.2 
Rarely 297 19.2 
Monthly 191 12.4 
Weekly 78 5.0 
Nearly every time 81 5.2 



12 Journal of Online Trust and Safety 

5.2 Bivariate Associations 

Table 4 on the next page presents the bivariate analyses, examining the associations 
between each covariate and the two outcomes one at a time. For seeking contact online 
after viewing CSAM/illegal violent material, all covariates except feelings before use 
(p=0.842) are associated with the outcome in a statistically significant (p<0.05) way 
based on one-way ANOVA tests. For fearing that using CSAM/illegal violent material will 
lead to sexual acts, onset age (p=0.575) and the length of CSAM use (p=0.126) are not 
significantly associated with the outcome, but all other covariates are. This suggests that 
the covariates are useful for distinguishing the likelihood of self-reporting seeking direct 
contact with children and fearing sexual acts in this group of respondents. The directions 
of the associations are examined further in the regression models that follow. 
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Table 4: Bivariate associations. 

Sought contact online Fear sexual acts 

Question % ever Mean % ever Mean 

When I first saw CSAM/illegal violent material I was 
13 years old or under 43.1 1.84 57.7 2.31 
14–17 years old 32.1 1.59 55.6 2.36 
18–25 years old 45.3 1.84 57.1 2.27 
26–35 years old 53.8 2.03 70.6 2.50 
over 35 years old 59.0 2.26 58.0 2.43 

I have actively searched and viewed CSAM/illegal violent material for 
1–4 weeks 29.1 1.54 52.2 2.22 
1–6 months 51.7 1.93 68.9 2.49 
1 year 53.4 1.91 61.9 2.38 
2 years 41.1 1.81 59.4 2.43 
5 years or more 46.7 2.03 54.5 2.33 

I search and view illegal violent material 
Occasionally 23.2 1.42 45.9 2.08 
Once a month 57.7 1.99 67.8 2.41 
Several times a month 57.3 2.05 73.1 2.60 
Weekly 56.0 2.07 69.2 2.63 
Daily 60.6 2.49 59.4 2.62 

I use images and videos 
CSAM related to boys aged 4–13 years 51.4 1.91 60.0 2.31 
CSAM related to girls aged 4–13 years 34.7 1.65 54.8 2.27 
CSAM related to infants and toddlers aged 0–3 years 69.0 2.63 76.0 2.94 

What are your thoughts before you search or view CSAM/illegal violent material? 
Sexual thoughts/thoughts about sexual arousal 32.4 1.60 51.1 2.17 
Sexual thoughts about children/illegal material 56.1 2.04 65.1 2.46 
Thoughts about self expressing 66.9 2.37 80.8 2.86 
Other thoughts 45.9 2.00 59.5 2.51 
I have no specific thoughts 18.6 1.40 45.2 2.21 

How are you feeling before you think, search or view CSAM/illegal violent material? 
I feel optimistic and good about myself 43.3 1.82 44.8 1.93 
I feel sexually aroused/agitated 41.8 1.78 58.8 2.33 
I feel guilt and shame 45.5 1.80 67.0 2.58 
I feel depressed or anxious 35.2 1.80 64.3 2.65 
Other feelings 36.8 2.00 47.4 2.42 

Have you told anyone about your use of CSAM/illegal violent material? 
No, never 23.7 1.44 43.5 2.07 
I have thought about telling someone 65.9 2.15 75.9 2.53 
Yes, to a person close to me 60.1 2.12 74.4 2.62 
Yes, anonymously 67.1 2.48 77.9 2.91 
Yes, to whom? 69.7 2.85 72.7 2.94 

Have you been in contact with other CSAM/illegal violent material users? 
Yes, weekly 46.0 1.92 46.0 2.00 
Yes, monthly 72.1 2.25 76.7 2.49 
Yes, sometimes 63.4 2.16 70.7 2.51 
No, never 34.1 1.67 51.6 2.20 
I do not want to be in contact with other users 20.5 1.44 54.2 2.49 
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Table 5 on page 16 displays the results of the linear regression models. Starting with 
the results related to fearing that CSAM use may lead to sexual acts with a child or adult, 
higher-intensity CSAM use (i.e. searching for CSAM ”daily,” ”weekly,” ”several times a 
month,” or ”once a month”) is associated with a higher risk. Onset age and duration of 
use, however, are not associated with a higher risk. The type of CSAM used is associated 
with an increased fear of sexual acts after even after covariate adjustment, as those 
who report seeking the most extreme material (material depicting infants and toddlers) 
report the highest levels of fear. In line with the bivariate results, those who report having 
thoughts about self-expression most often fear that their use of CSAM may lead to sexual 
acts. Those who feel depressed or anxious, or feel guilt and shame, also have higher rates 
of fear. Respondents who have told somebody or thought about telling someone about 
their use of CSAM fear more; contact with other CSAM users is not significantly related 
to the outcome, while not wanting contact with online users does exhibit a significant 
association. 

The results for the second outcome, seeking contact with children online, are mostly 
in line with those for the first outcome. Regarding the variables measuring CSAM use, 
frequency of use is the best predictor of seeking contact online. However, high onset age 
and long-term CSAM use are also associated with seeking contact online after mutual 
adjustment, but these associations are weaker than that for intensity. Seeking material 
depicting infants and toddlers is also associated with seeking contact online, as are 
thoughts about self-expressing and having sexual thoughts about children. Feelings 
before CSAM use are not systematically associated with seeking contact online. Those 
who have told somebody about their CSAM use are more likely to seek contact online. 
Compared to those who do not have contact with other CSAM users, individuals who 
do not want contact with other users report lower likelihoods of seeking contact, while 
those who have contact with other CSAM users also seek contact with children more 
often. 

5.3 Hypothesis 1: First exposure to CSAM at an early age will be correlated with 
the self-reported likelihood of contacting children after viewing CSAM. 

A majority of survey respondents reported that they were under the age of 18 when they 
were first exposed to CSAM (65%). Many were under 13 (32%). We hypothesized that 
exposure to CSAM at an early age would be associated with a higher likelihood that the 
CSAM user would report having directly sought contact with children online after viewing 
CSAM. The results do not directly support this hypothesis, as a higher onset age (i.e. 
”26–35 years old” or ”over 35 years old”) is associated (after mutual adjustment) with 
an increased likelihood of reporting having sought direct contact with children online 
after viewing CSAM. The respondents mostly likely to report having sought direct contact 
were those who reported having first seen CSAM/illegal violent material at 26–35 years 
old. 

5.4 Hypothesis 2: Frequent and long-term use of CSAM will be correlated with the 
self-reported likelihood of contacting children after viewing CSAM. 

We analysed whether frequent or long-term use of CSAM correlated with self-reported 
likelihood of contacting children after viewing CSAM. We found that, in line with our 
hypothesis, higher-frequency CSAM use was associated with a greater self-reported 
likelihood of contacting children after viewing CSAM. We found frequency of CSAM use 
to be the best predictor of seeking contact online in this data. 

We tested whether using CSAM for a long period of time (≥ 2 years, rather than ≤ 6 months) 
was associated with reports of having contacted children online. Our results indicate 
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that after controlling for the frequency of use, long-term CSAM use is not associated with 
a higher likelihood of reporting having contacted children. However, the results could 
differ significantly if the survey targeted CSAM users who have used such material for a 
longer period of time. 

5.5 Hypothesis 3: Use of CSAM depicting infants and toddlers aged 0–3 will be 
correlated with the self-reported likelihood of contacting children after 
viewing CSAM. 

The results support our hypothesis that the use of CSAM depicting infants and toddlers 
aged 0–3 years is associated with a greater likelihood of reporting having contacted 
children online after viewing CSAM/illegal violent material. Respondents who report 
using CSAM depicting infants and toddlers were the most likely to report contacting 
children online. The results indicate a slight difference between individuals who access 
CSAM depicting girls and those who use CSAM depicting boys: users viewing boys appear 
to be at a slightly higher risk of contacting children after viewing CSAM in the bivariate 
analysis. However, this difference is not significant in the fully adjusted models. 

5.6 Hypothesis 4: The presence of predominantly sexual thoughts and sexual 
thoughts about children prior to searching for and viewing CSAM will be 
correlated with the self-reported likelihood of contacting children after 
viewing CSAM. 

Our results indicate that the existence of predominantly sexual thoughts, including 
thoughts about children, prior to searching for and viewing CSAM is associated with self-
reporting fear that the use of CSAM may lead to sexual acts, however it is not associated 
with contacting children after viewing CSAM/illegal violent material. Having thoughts of 
self-expressing had a much higher association with both outcomes. 

5.7 Hypothesis 5: Experiencing negative feelings prior to using CSAM will be 
correlated with the self-reported likelihood of fearing that its use will lead to 
sexual acts against a child. 

We hypothesised that experiencing negative feelings before using CSAM would be corre-
lated with fearing that the use of CSAM/illegal violent material might lead to sexual acts 
with a child or adult. Respondents who felt depressed or anxious, or guilt and shame, 
are more likely to fear that their use of CSAM will lead them to commit sexual acts with a 
child or adult, which supports our hypothesis. 

5.8 Hypothesis 6: Being in contact with other CSAM users will be correlated with 
the self-reported likelihood of contacting children after viewing CSAM. 

A large portion of respondents stated that they have at least sometimes had contact 
with other users (42%). We hypothesised that being in contact with other CSAM users 
would be associated with contacting children online after viewing CSAM/illegal violent 
material. Respondents who reported that they had, at least occasionally, been in contact 
with other users were indeed at a higher risk of reporting having sought contact with 
children than those who reported not having been in contact with other users. However, 
contact with other users did not predict fearing sexual acts. 
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Table 5: Linear regression models. 

Fear sexual acts Sought contact online 

Variable b SE CI Sig. b SE CI Sig. 

Intercept 1.46 0.13 1.20-1.73 * 1.15 0.10 0.96-1.34 * 
Onset age (ref: -13) 
14–17 years old 0.11 0.09 -0.07-0.29 -0.03 0.07 -0.16-0.10 

18–25 years old -0.07 0.10 -0.27-0.13 0.08 0.07 -0.06-0.22 

26–35 years old 0.08 0.15 -0.20-0.37 0.12 0.11 -0.08-0.33 

over 35 years old 0.04 0.16 -0.27-0.34 0.33 0.11 0.11-0.55 * 
Length of use (ref: 1-4 weeks) 
1–6 months 0.05 0.11 -0.17-0.26 0.11 0.08 -0.05-0.26 

1 year -0.13 0.11 -0.36-0.09 0.04 0.08 -0.12-0.20 

2 years -0.11 0.13 -0.36-0.14 -0.06 0.09 -0.24-0.12 

5 years or more -0.18 0.10 -0.38-0.02 0.16 0.07 0.01-0.30 * 
Intensity of use (ref: occasionally) 
Once a month 0.25 0.11 0.04-0.47 * 0.30 0.08 0.14-0.46 * 
Several times a month 0.34 0.11 0.13-0.56 * 0.31 0.08 0.15-0.46 * 
Weekly 0.44 0.12 0.19-0.68 * 0.30 0.09 0.12-0.47 * 
Daily 0.51 0.13 0.26-0.76 * 0.78 0.09 0.60-0.96 * 

CSAM type (ref: boys aged 4–13) 
Related to girls aged 4–13 years -0.03 0.09 -0.20-0.14 -0.12 0.06 -0.24-0.01 

Infants and toddlers aged 0–3 years 0.32 0.15 0.03-0.61 * 0.30 0.11 0.09-0.51 * 
Thoughts before use (ref: sexual thoughts about arousal) 
Sexual thoughts about children 0.16 0.09 -0.01-0.33 0.21 0.06 0.09-0.33 * 
Thoughts about self expressing 0.43 0.13 0.17-0.69 * 0.43 0.10 0.24-0.62 * 
Other thoughts 0.10 0.25 -0.39-0.58 0.19 0.18 -0.17-0.54 

I have no specific thoughts -0.02 0.12 -0.26-0.22 -0.05 0.09 -0.22-0.13 

Feelings before use (ref: I feel optimistic/good) 
I feel sexually aroused/agitated 0.35 0.10 0.16-0.54 * 0.02 0.07 -0.12-0.15 

I feel guilt and shame 0.50 0.12 0.27-0.73 * -0.01 0.08 -0.18-0.15 

I feel depressed or anxious 0.64 0.13 0.38-0.90 * 0.10 0.10 -0.09-0.29 

Other feelings 0.38 0.25 -0.12-0.88 0.27 0.18 -0.09-0.63 

Told anyone about CSAM use (ref: no) 
I have thought about telling someone 0.36 0.11 0.14-0.58 * 0.43 0.08 0.27-0.58 * 
Yes 0.50 0.09 0.33-0.68 * 0.53 0.06 0.41-0.66 * 

Contact with other CSAM users (ref: no) 
I do not want to contact other users 0.28 0.10 0.09-0.47 * -0.14 0.07 -0.28-0.00 * 
Yes -0.03 0.09 -0.20-0.15 0.18 0.06 0.06-0.31 * 

b = Unstandardized regression coefficient, SE = Standard error, CI = 95% Confidence interval, Sig. = p-value<0.05 

https://p-value<0.05


Journal of Online Trust and Safety 17 

6 Discussion 

The results of our study are relatively consistent with those of previous research, as we 
found that 42% of respondents (within a sample of individuals searching for CSAM on 
the dark web) admitted to having directly contacted a child online. This is similar to 
Seto, Hanson, and Babchishin (2011)’s meta-analysis, which found that 55% of CSAM 
offenders admitted to contact sexual offense in self-report studies. 

We hypothesized that individuals who had first been exposed to CSAM at a young age 
would be more likely to report having contacted children online. This hypothesis was 
theoretically motivated by previous research (see Burgess et al. (1986); Eke, Seto, and 
Williams (2011)) suggesting that early exposure to CSAM or a first conviction at a young 
age may be correlated with the likelihood of committing contact sexual offenses against 
children in the future. Eke, Seto, and Williams (2011)) found that ”younger offender age 
at the time of first arrest or conviction” was a significant predictor of future detected 
offending (Eke, Seto, and Williams (2011), p. 156). Such research suggests that viewing 
CSAM at a young age places individuals on a behavioral pathway towards more extreme 
offending, including contacting children and potentially committing hands-on contact 
offenses. Exposure to CSAM at a young age can be defined as an adverse childhood 
experience that has a potentially far-reaching negative and harmful impact on wellbeing 
and development. The onset of mental health disorders often occurs in early childhood 
and adolescence (Kessler et al. 2007), and as all childhood abuse (physical, emotional, 
and sexual) is associated with at least one dimension of psychopathology, early exposure 
to CSAM is likely to lead to trauma-related mental disorders (e.g., acute stress disorder, 
post-traumatic stress disorder) (Keyes et al. 2012), which in adolescence have been 
found to increase the likelihood of violent offending (Peltonen et al. 2020). 

Alternatively, early exposure to CSAM may act as an indicator for future offending rather 
than a causal factor. Previous research on the etiology of CSAM offenders suggests 
that early CSAM use may act as a risk factor for future offending for individuals who 
meet the criteria of pedophilia, but not for those whose onset resulted from reckless or 
impulsive behaviour (Seto and Ahmed 2014). While our results did not directly support 
this hypothesis, as discussed in the limitations, this finding might be different if we could 
control for respondents’ age and sex. Future research should address the complexity of 
this question. 

We hypothesized that being in contact with other CSAM users would be associated with 
a higher likelihood of reporting having contacted children directly online. We examined 
whether being in contact with other users acts as a causal risk factor and/or a correlational 
indicator for CSAM users directly contacting children online. Being in contact with other 
CSAM users may reinforce the cognitive distortions surrounding the viewing, distribution, 
and creation of CSAM as well as contacting children for sexual purposes (see the findings 
of McCarthy (2010)), and could indicate a deeper involvement with CSAM that may be 
linked to a higher risk of contacting children. The results indicate that respondents 
who said they had, at least occasionally, been in contact with other users were at a 
higher risk of reporting having contacted children online after viewing CSAM/illegal 
violent material. This finding may be theoretically explained in part by traditional social 
psychology research on social identity and intergroup behavior (see Tayfel and Turner 
(1986); Milgram (1965)), which when applied to this issue suggests that CSAM users 
who satisfy their need for social connection and belonging in communities and forums of 
other like-minded individuals are at greater risk of aggressive behavior and committing 
crimes of sexual violence against children, as their peers normalize and strongly accept 
their pro-offending behavior (O’Halloran and Quayle 2010; Holt, Blevins, and Burkert 
2010). Thus, the desensitization and normalization that comes from groups of CSAM 
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users may increase the risk that these individuals will commit further sexual offenses 
against children (Quayle and Taylor (2003), p. 104). Reinforcing the cognitive distortions 
and receiving support from like-minded individuals may in turn encourage CSAM users to 
contact children directly. Thus, we highlight the danger of groups of CSAM users joining 
communities and encouraging and endorsing each other’s illicit behavior. 

7 Conclusion 

The creation, use, and distribution of CSAM is an urgent public health and human rights 
crisis. Not only do individuals using CSAM harm children depicted in the material; they 
are also at risk of directly contacting children and committing further sexual violence 
against them online and offline. Nearly half (42%) of respondents to the ”Help us to 
help you” survey reported that they had sought direct contact with children through 
online platforms after viewing CSAM, and 23% said they seek contact with children at 
least monthly. Additionally, 58% reported feeling afraid that viewing CSAM might lead to 
sexual acts with a child or adult; 37% felt that way monthly, weekly, or daily. 

We found that higher-frequency CSAM users, those with a higher onset age, users who 
view CSAM depicting toddlers and infants, those who have thoughts of self-expressing, 
and users in contact with other CSAM users were all more likely to self-report that they 
had attempted to contact children online after viewing CSAM/illegal violent material. 
These factors are largely consistent with prior research on the relationship between 
CSAM use and contact offending against children (see Seto, Hanson, and Babchishin 
(2011); Eke, Seto, and Williams (2011); McCarthy (2010)), indicating that the factors 
associated with CSAM users contacting children online are similar to the those for contact 
offending against children. These results provide significant insights into the link between 
CSAM use and directly contacting children online, which are valuable for the protection 
of children from abhorrent crimes of sexual violence. 
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Appendix A: Survey Questions 

Figure 2: Compressed overview of the online questionnaire. 
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