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Abstract. This study tests whether the architecture of a social media 
platform can encourage conversations among users to be more civil. It 
was conducted in collaboration with Nextdoor, a networking platform 
for neighbors within a defined geographic area. The study involved: (1) 
prompting users to move popular posts from the neighborhood-wide 
feed to new groups dedicated to the topic and (2) an experiment that 
randomized the announcement of community guidelines to members 
who join those newly formed groups. We examined the impact of each 
intervention on the level of civility, moral values reflected in user com-
ments, and user’s submitted reports of inappropriate content. In a large 
quantitative analysis of comments posted to Nextdoor, the results indi-
cate that platform architecture can shape the civility of conversations. 
Comments within groups were more civil and less frequently reported 
to Nextdoor moderators than the comments on the neighborhood-wide 
posts. In addition, comments in groups where new members were 
shown guidelines were less likely to be reported to moderators and were 
expressed in a more morally virtuous tone than comments in groups 
where new members were not presented with guidelines. This research 
demonstrates the importance of considering the design, structure, and 
affordance of the online environment when online platforms seek to pro-
mote civility and other pro-social behaviors. 

1 Introduction 

Social media platforms have become increasingly central to the social, civic, political, 
and economic issues affecting communities around the world (Jin 2015). Such plat-
forms can provide a new mechanism for restoring social connections and enhancing 
traditional communities (Phua, Jin, and Kim 2017). For example, Facebook, now Meta, 
touts its mission as “giv[ing] people the power to build community and bring[ing] the 
world closer together” (Meta Platforms, Inc. 2022). Twitter’s stated purpose is to “serve 
the public conversation” by providing “a free and safe space to talk” (Twitter, Inc. 2022). 
And Youtube’s mission is “to give everyone a voice and show them the world” (YouTube 
2022). 
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What happens on platforms is not limited to the digital sphere. Social media conver-
sations also affect the offline communities in which platform users live, work, and play. 
Online platforms such as Facebook can provide a way for people to seek emotional sup-
port when faced with a cancer diagnosis (Bender, Jimenez-Marroquin, and Jadad 2011), 
while sites such as Tinder can facilitate lifelong romantic partnerships. At the local level, 
platforms such as Front Porch Forum can build online communities to allow neighbors to 
interact with each other to discuss anything from improving trash collection to spend-
ing local tax dollars. Similarly, Nextdoor is an online platform dedicated to “bringing 
neighbors and organizations together, [to] cultivate a kinder world where everyone has 
a neighborhood they can rely on” (Nextdoor 2022a). Thus, whether connecting users to 
friends across the world or neighbors down the street, these platforms facilitate diverse 
forms of collaborative and productive social interactions. 

There is no shortage of high-profile examples demonstrating the unintended conse-
quences and negative externalities that can occur when the entire world connects on-
line. Online bullying, cyber stalking, expressions of hate speech, and coordinated dis-
information campaigns can have negative psychological and behavioral implications for 
users (Gahagan, Vaterlaus, and Frost 2016; Rieger et al. 2021). For example, commu-
nity members in the groups we studied on Nextdoor faced racist and homophobic slurs, 
belittling scorn, and even overt threats. Recognition of this possibility has driven signif-
icant investments and efforts by researchers and online platforms to identify and regu-
late various forms of undesirable speech and behaviors. Trying to moderate undesirable 
content to reduce harm is an ongoing challenge. 

When social media platforms emerged, many were initially viewed as providing an op-
portunity to connect with people around the world. The goal was not harm reduction, 
but to build social relations both on and off platforms, thereby improving individual psy-
chological well-being and ameliorating the social, political, and economic vitality of real-
world communities. However, scholars have focused on examining platform design and 
regulation that seeks to reduce negative psychological and behavioral impacts for users 
(Jhaver et al. 2019; Tyler et al. 2021); comparatively little research on encouraging pos-
itive behaviors on social media platforms. Hence, the goal of this study is to refocus on 
the potential of social media platforms to promote individual and community well-being. 
This research was conducted in collaboration with the neighborhood-based social me-
dia platform Nextdoor. It analyzes comments and platform behavior to test whether 
platform architecture—the designs, affordances, and structures that shape user inter-
actions on a platform—can positively influence the civility and moral values of online 
discussions. 

Specifically, this study examines the relationship of two interventions on the neighborhood-
based social media platform Nextdoor—(1) creating a group dedicated to discussing a 
given topic and (2) announcing (or not) community guidelines to new members of the 
group—and the civility and moral values of online discussions. For the first intervention, 
authors of posts that generated active conversations within the community were asked 
if they would like to create a group dedicated to the topic of their post. For those who 
chose to create a new group, we conducted a pretest-posttest analysis to examine what 
happens when these popular conversations move into a group setting by comparing the 
levels of civility and moral values exhibited in the user comments on the original post 
(Neighborhood Post Comments) with the comments made in the newly formed group 
(Group Posts Comments) on Nextdoor (see Table 1 on page 6 for definitions). In the 
second intervention, we used a randomized controlled experiment to test the effect of 
showing basic community guidelines to users joining these newly formed groups on the 
civility of group interactions. 

The results demonstrate that platform architecture can be used to encourage users to 
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engage in more civil interactions. The comments made in the new groups were asso-
ciated with higher levels of civility, more virtuous moral values, and fewer incidents 
of user reports relative to the comments on the original Neighborhood Post. In addi-
tion, showing guidelines to new group members caused an increase in comments with 
more virtuous moral values and a decrease in user reports of comments. These find-
ings demonstrate the need for social media platforms to design and architect platforms 
that can clearly communicate expectations and norms to users to encourage more civil 
interactions. 

2 Literature Review 

2.1 The Effect of Social Media Platform Architecture and Affordances on User 
Discussions 

Thus far, scholars have explored how various aspects of social media platform architecture— 
the design components, affordances, and structures—influence and shape users’ be-
haviors in online and social media environments. First, a group of scholars have focused 
on the existence of anonymity on online platforms affects the civility of users’ discus-
sions (Coe, Kenski, and Rains 2014; Santana 2013; Ruiz et al. 2011). Coe, Kenski, and 
Rains (2014) and Ruiz et al. (2011) found that user registration (which connects individ-
ual usernames with personally identifiable information) discouraged hostile comments 
on newspaper websites. Santana (2013) also found that non-anonymous comments 
were more civil than anonymous comments in online newspaper discussion forums. 
Rowe (2014) compared comments on political news between the Washington Post site 
and the Washington Post Facebook page and found that comments on Facebook were 
more civil and polite than on the news site due to the lack of anonymity. However, Hille 
and Bakker (2014) found that anonymous comments on news sites were more elabo-
rate than non-anonymous comments on Facebook. These mixed results suggest that 
anonymity itself is ethically neutral (Reader 2012) and should not be the only factor 
affecting users’ civil interactions. 

In addition to anonymity, scholars have focused on how other affordances can enable or 
constrain user behaviors and affect civil discussions (Jaidka, Zhou, and Lelkes 2019). 
Jaidka, Zhou, and Lelkes (2019) analyzed a large volume of tweet responses to U.S. 
politicians and found that doubling the character limit of tweets encouraged users to 
engage in less uncivil, more polite, and constructive discussions. Seering et al. (2019) 
conducted a survey experiment and found that CAPTCHAs containing stimuli designed 
to prime positive emotions and mindsets could increase the positivity of sentiments 
and the levels of complexity and social connectedness in participants’ comments on 
politically charged comment threads. 

Other studies have investigated how online platforms’ specific moderation policies af-
fect users’ civil discussions (Ksiazek 2015; Jhaver et al. 2019; Lampe et al. 2014; Matias 
2019; Ribeiro, Cheng, and West 2022; Tyler et al. 2021). For example, Ksiazek (2015) 
analyzed online public discussions on U.S. news organization websites and found that 
pre-moderation (i.e., an automatic filter system) and post-moderation (i.e., flagging) 
increased civility, while offering a private messaging option boosted hostility. Lampe 
et al. (2014) tested how distributed moderation systems affect civil conversations on 
Slashdot, a membership-based online news and discussion site. Ribeiro, Cheng, and 
West (2022) assessed community participation in Facebook groups after the group ad-
mins turned on post approvals (requiring a group admin to review and approve posts be-
fore they were shown to group members); they found that adopting the post approvals 
feature reduced the number of posts to the group, however these posts received more 
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comments and were reported less often by community members. 

Finally, Matias (2019) conducted a large-scale field experiment to examine how com-
munity rules influence who chooses to join a group and how they behave on Reddit 
(r/science). Their results demonstrated that announcing the community guidelines in-
creased norm compliance among first-time participants in the group. Jhaver et al. (2019) 
also found that users who had posts removed from Reddit were less likely to have future 
posts removed when provided with explanations. Similarly, Tyler et al. (2021) deter-
mined that users who were provided education about platform rules in the week follow-
ing their post removal were less likely to have future posts removed. Katsaros, Yang, 
and Fratamico (2022) conducted a field experiment on Twitter that asked users who 
posted content with offensive language if they would like to reconsider their post. This 
intervention resulted in 31% of participants editing or deleting their post. 

While much prior research has suggested that platform architecture and affordances 
would affect online user discussions across different platforms, our study explores whether 
similar approaches can be used to shape civil and moral interactions on the neighborhood-
based platform Nextdoor. 

2.2 Civility in Online Discussions 

Previous studies have employed different approaches to explore the abstract concept of 
civility as a norm, custom, moral obligation, strategy, formality, set of requirements, and 
mechanism (Calhoun 2000; Papacharissi 2004; Waldron 2013). For instance, Whitman 
(2000) suggested that civility is related to showing respect to others, which requires in-
dividuals to acknowledge each other as equals. Waldron (2013) defined civility as the 
hard work of staying present in the discussion, even when facing deep-rooted disagree-
ment. Civility has also been linked to politeness (Walter and Lipsitz 2021), but unlike 
mere politeness, civility entails explicitly affirming another’s values or ideas, even those 
one finds disagreeable (Han, Brazeal, and Pennington 2018). There is a general con-
sensus that civility is a necessary component to maintaining and promoting an effective 
democracy by respecting different views (Smith and Bressler 2013). 

However, establishing a definition of civility is challenging because the notion involves 
conforming to socially created norms or rules (Calhoun 2000). As Papacharissi (2004) 
suggested, civility can be regarded as respect for the collective traditions of democracy 
that are accepted by particular local cultures. Because the concept is tied to particu-
lar, contingent, and contextually specific social rules regarding behavior, critiques have 
pointed out how civility as a concept reinforces the status quo and imposes the norms of 
a dominant group on minorities, which can be morally ambiguous Jamieson et al. (2017) 
and Zurn (2013).1 

Still, civility does not only involve following a particular norm or rule and conforming to 
the local culture. It should also be regarded as a general moral virtue itself in commu-
nicating with others, such as demonstrating tolerance and respect toward others be-
yond conforming to a specific set of social rules (Calhoun 2000). Civility can be tied to 
a specific culture by avoiding unnecessarily disrespectful words toward the discussion 
participants. Many contemporary efforts to conceptualize civility focus on the nature 
of deliberation and discussions involving appropriate forms of disagreement on moral 
matters (Jamieson et al. 2017). A willingness to listen to others based on tolerance 
and respect of others in discussions is also an important moral aspect of civility (Rawls 
1996). 

1. For this reason, we will discuss the moral ambiguity of civility in greater depth in a future article on 
the methodological lessons learned from developing our civility codebook, currently titled “Civil to whom?: 
Measuring online civility through iterative coding.” 
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By focusing more on the mode of interaction, our study defines civility as demonstrating 
tolerance and respect toward others in the discussion—even in the face of those who 
have opposing views and ideas. The extant literature on civility has highlighted these 
two prominent and general components of civility—tolerance and respect toward oth-
ers (Han, Brazeal, and Pennington 2018; Waldron 2013; Whitman 2000). Specifically, 
tolerance involves recognizing that others have different views and ideas and providing a 
neutral environment in which citizens can exchange viewpoints. By acknowledging that 
others can have different viewpoints, tolerance enables us to disagree on controversial 
subjects and debate these differences in a civil and nonviolent manner. Such debates 
are necessary for resolving disputed issues and developing fair and enlightened public 
policies. Respect toward others is defined as acknowledging the autonomy and dignity 
of every citizen as a free and equal human being, regardless of his or her specific traits 
or opinions. In other words, to uphold the value of respect toward others, online and 
offline discussion communities should be inclusive, and every member should be able 
to share his or her ideas and challenge those of others (Benn and Benn 1988). 

As use of social media has grown, particularly platforms that allow anonymous usage, 
so too has the prevalence of rude, uncivil discussion and hate speech (Santana 2013). 
Prior studies in this area have analyzed the degree of civil and uncivil language conveyed 
in online discussions (Coe, Kenski, and Rains 2014; Papacharissi 2004), various fac-
tors affecting individuals’ uncivil discussions online (Blom et al. 2014), and the effect of 
online platform policies, including user registration, anonymity, and moderation of civil 
discussion in online spaces (Ksiazek 2015; Lampe et al. 2014; Santana 2013). Although 
there has been considerable research on the nature and extent of incivility online, there 
is startlingly little scholarship on the prevalence and mechanisms of civility online. More 
importantly, scholars have commonly operationalized civility as the absence of incivility 
(Papacharissi 2004; Santana 2013) or focused on incivility or aggressive language use 
in online discussions (Coe, Kenski, and Rains 2014; Ksiazek 2015) rather than focusing 
on the original concept itself. This study takes a more pro-social approach by (1) devel-
oping our own codebook to measure civility and (2) defining and measuring civility as a 
moral virtue. 

2.3 Moral Values in Online Discussions 

Based on cultural psychology, the Moral Foundation Theory (MFT) defines moral values 
(i.e., morality) as a set of values, practices, institutions, and psychological mechanisms 
that suppress selfishness and regulate social life for group cohesiveness and harmony 
(Haidt 2008). The core of MFT is that different cultures share basic moral values. Haidt 
and Joseph (2004) originally identified four “moral modules” that they later refined into 
five “moral foundations”: (1) care/harm, (2) fairness/cheating, (3) loyalty/betrayal, (4) 
authority/subversion, and (5) sanctity/degradation (Haidt and Graham 2007). Graham 
and Haidt (2012) has since added a sixth foundation, liberty/oppression, and others 
have recommended additional foundations such as equality (as distinct from propor-
tionality). 

The care/harm foundation is related to basic concerns about others’ suffering by car-
ing, nurturing, and protecting vulnerable individuals (Graham, Haidt, and Nosek 2009; 
Haidt, Graham, and Joseph 2009). The fairness/cheating foundation is based on con-
cerns about meritocracy—and, to a lesser extent, equality—and generates the idea of 
justice (Haidt, Graham, and Joseph 2009; Graham and Haidt 2012). The loyalty/be-
trayal foundation is closely connected to commitment to and self-sacrifice for the sake 
of a group. The authority/subversion foundation is linked to the social order and obliga-
tions of hierarchical relationships, including deference and respect for tradition, leaders, 
and hierarchical organization (Haidt, Graham, and Joseph 2009). The sanctity/degrada-
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tion foundation is based on concerns about “physical and spiritual contagion, including 
virtues of chastity, wholesomeness, and control of desires” (Haidt, Graham, and Joseph 
2009). The first three foundations are closely connected to individuals’ freedom and 
rights (i.e., individualizing foundations), while the other three bind individuals to a group 
or collective (i.e., binding foundations). Walter and Lipsitz (2021) suggests that those 
who hold individualizing foundations tend to have a stronger emotional response to un-
civil discussion than those who hold binding foundations. The new liberty/oppression 
foundation is based on the resentment one feels towards domination, bullying, and op-
pression (Graham and Haidt 2012). 

Previous linguistic and computer science studies have analyzed large volumes of tex-
tual data to develop moral dictionaries (Araque, Gatti, and Kalimeri 2020; Hoover et 
al. 2021) and examined the types of moral values represented in social media users’ 
discussions (Grover et al. 2019). In addition, scholars have investigated how individ-
ual characteristics (especially political predisposition) affect the endorsement of each 
moral value (Graham, Haidt, and Nosek 2009; Haidt and Graham 2007). More impor-
tantly, moral values have been regarded as the set of values and practices that suppress 
selfishness and regulate civil life for group cohesiveness and harmony (Haidt 2008), 
and eventually lead people to engage in pro-social behaviors (Nilsson, Erlandsson, and 
Västfjäll 2016; Welsch 2020). Thus, we use MFT to measure the degree of moral val-
ues in comments as an indicator of social media users’ pro-social behavior on the plat-
form. 

Table 1: Definitions of key terms used throughout this paper. 

Term in Paper Definition 

Neighborhood Post General posts made by Nextdoor users. These posts can 
be viewed and commented on by neighbors of the post au-
thor; these posts appear on neighbors’ main feed when 
they log on to Nextdoor. 

Neighborhood Post Comment Comments made on a Neighborhood Post. Because 
Neighborhood Posts are only visible to neighbors of the 
Neighborhood Post author, the author of the Neighborhood 
Post Comment must be a neighbor of the Neighborhood 
Post author. 

Group Post Posts made within a group on Nextdoor. In this study, we 
asked the authors of popular Neighborhood Posts if they 
would like to create a group to continue conversation on 
that topic. While Neighborhood Posts are open for anyone 
in the neighborhood to view and comment on, Groups on 
Nextdoor can be a way to discuss a specific topic among a 
smaller subset of the neighborhood. These groups can be 
open (anyone in the neighborhood can join the group and 
participate in discussions) or private (anyone in the neigh-
borhood can view the group and request to join, but the 
group admin must approve a membership request before a 
member can participate in discussions)(Nextdoor 2022b) 

Group Comment Comments made on a Group Post 
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3 Hypotheses 

Building on previous literature, we analyzed comments and platform behavior to test 
whether an online platform’s design architecture can positively influence the degree to 
which discussions among users are civil and reflect moral values. We did so through one 
pretest-postest analysis and one field experiment conducted in collaboration with the 
neighborhood-based social media platform Nextdoor involving two interventions. 

First, we analyzed the result of Nextdoor encouraging authors of highly commented 
Neighborhood Posts to create a new group dedicated to the topic of their post. For this 
intervention, we used a single-group pretest-posttest analysis design to compare com-
ments made on the original Neighborhood Post to comments made in the newly formed 
Group to test the following hypotheses: 

• H1a: Group Post Comments are more civil than comments on the corresponding 
Neighborhood Posts. 

• H1b: Group Post Comments include more virtuous moral values than comments 
on the corresponding Neighborhood Posts. 

• H1c: Group Post Comments have fewer comments reported by users than com-
ments on the corresponding Neighborhood Posts. 

In the second intervention we used a random assignment experiment design to test 
the effect of announcing community guidelines to new group members on interactions 
within that newly formed group. Previous findings indicate that announcing guidelines 
or rules can affect users’ behaviors (Matias 2019; Jhaver et al. 2019; Tyler et al. 2021). 
While many prior studies focus on reinforcing a particular set of rules aimed at reducing 
antisocial behaviors, we investigate whether similar approaches can be used to shape 
civil interactions and increase pro-social behaviors. This part of the experiment tests 
our second set of hypotheses: 

• H2a: Providing members with guidelines before they enter a newly formed group 
will result in more civil Group Comments in groups with guidelines compared to 
Group Comments in groups without guidelines. 

• H2b: Providing members with guidelines before entering a newly formed group 
will result in more virtuous moral values in Group Comments in groups with guide-
lines compared to Group Comments in groups without guidelines. 

• H2c: Providing members with guidelines before entering a newly formed group 
will result in fewer user reports of Group Comments in groups with guidelines com-
pared to Group Comments in groups without guidelines. 

4 Methods 

4.1 Study Design 

In our study conducted in collaboration with Nextdoor, we tested the influence of two 
important architectural features: (1) prompting authors of highly engaging Neighbor-
hood Posts to create a new group dedicated to a specific issue and (2) announcing com-
munity guidelines to new members of this newly formed group. For clarity, we have 
provided a table which defines terms for specific content types analyzed in this study 
shown in Table 1 on the preceding page. 

Nextdoor’s privacy boundaries are designed to replicate physical geographic neighbor-



8 Journal of Online Trust and Safety 

hood boundaries: users on Nextdoor can only see the posts, comments, and activities 
from their actual neighbors. To register for a Nextdoor account, users must confirm 
their location through a physical piece of mail sent to their address. As a result, in-
teractions on this platform can connect people who share membership in a particular 
geographical area. The platform’s goal is to leverage this shared membership to cre-
ate positive and constructive interactions about shared problems and issues in users’ 
communities. 

Neighborhood Posts can only be seen and commented on by other users in the post 
author’s neighborhood. While anyone in the neighborhood can engage with Neighbor-
hood Posts, groups can be a way to discuss a specific topic among a smaller subset of 
the neighborhood. These groups can be open (anyone in the neighborhood can join the 
group and participate in discussions) or private (anyone in the neighborhood can view 
the group and request to join, but the group admin must approve a membership request 
before a member can participate in discussions) (Nextdoor 2022b). 

4.2 Intervention 1: New Group Formation 

For our group formation intervention, when any Neighborhood Post received its 70th 

Neighborhood Post Comment within our study, the platform messaged the Neighbor-
hood Post author. Neighborhood Posts with 70 Neighborhood Post Comments indicated 
that the conversation was of significant interest to the neighborhood.2 This message in-
dicated that their post appeared to be generating a lot of conversation within the com-
munity, and invited the post author to create a new group dedicated to the issue(s) dis-
cussed in the post. For this intervention, we used a single-group pretest-posttest anal-
ysis design to compare the first 70 Neighborhood Post Comments (before the Neigh-
borhood Post author was asked to create a new group) to Group Comments made in the 
newly formed group. 

4.3 Intervention 2: Guidelines vs. No Guidelines 

For the second intervention, all of these newly formed groups were randomly assigned 
into one of two conditions: Guidelines or No Guidelines. In the Guidelines condition, 
any new member joining the newly formed group was shown a set of guidelines; those 
in the No Guidelines condition were not shown any guidelines. These guidelines were 
minimally intrusive on a new member’s experience (a single page shown before entering 
the group for the first time). Members were provided four short guidelines designed to 
promote more civil interactions within the group (see Figure 1 on the next page). The 
guidelines reflect the four antecedents of procedural justice: voice, respect, neutrality, 
and trustworthiness (Tyler, Jackson, and Bradford 2014). 

4.4 Measures 

4.4.1 Civility 

To measure the level of civility in user discussions on Nextdoor, we developed a code-
book through a literature review and an iterative labeling process (more details available 
in the supplementary material). A team of 14 undergraduate students used the code-
book to label 7,816 comments over a 2-month period. The final codebook consisted of 
13 civil labels and 13 uncivil labels. As noted above, in building our codebook we did 
not define civility as merely the absence of uncivil language (and visa versa). Two binary 

2. The range of topics discussed in these posts were broad, examples include: social discussions (getting to 
know you, organizing parties or meet-ups, etc); Donations/Charity/Requests for Help or Prayers; local news; 
Politics; Race; Policing; Pets; and Schools/Education. 
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Figure 1: Group Guidelines shown to members entering newly formed groups on 
Nextdoor 

classifications were generated for each comment reviewed: (1) a civil classification (ei-
ther “civil” or “not civil”) indicating the presence (or lack thereof) of civil discussion and 
(2) an uncivil classification (either “uncivil” or “not uncivil”) indicating the presence (or 
lack thereof) of uncivil discussion. As such, a single comment can contain any two com-
binations of these four labels. Figure 2 on the next page displays a confusion matrix 
showing this overlap for all labeled comments. It shows that nearly two-thirds of all 
comments we labeled were either only civil (42.0%) or only uncivil (17.4%), while over 
one-third contained neither (37.3%); few comments contained both civil and uncivil 
language (3.3%). 

Three student labelers blindly reviewed each comment, and a majority vote of the three 
was used to classify the comment. In total, 7,816 individual comments were labeled, 
totaling 23,448 distinct comment—labeler pairs. S1 in the supplementary materials de-
scribes the coding procedures in more detail and provides inter-rater reliability mea-
sures. 

4.4.2 Moral Values 

Labeling individual comments using our civility guidelines can provide very high fidelity 
data, but it comes at a high operational cost and results in only a small amount of data 
being analyzed, which limits our ability to detect potentially small effect sizes that may 
exist. As such, we also needed a more automated method to generate quantitative met-
rics for measuring civility across a larger set of comments. 

We employed the Moral Foundation Dictionary version 2 (MFD-2) (Frimer et al. 2017) 
to measure the level of moral values present in a given comment. For each comment, 
this method outputs five values (what we call “MFD scores”) between -1 and 1 across 
the five moral foundations: Care/Harm; Fairness/Cheating; Loyalty/Betrayal; Author-
ity/Subversion; and Sanctity/Degradation. Negative values closer to -1 indicate that a 
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Figure 2: A confusion matrix showing the overlap of Civil and Uncivil labels for all com-
ments labeled in this study. Nearly two-thirds of labeled comments were either only 
civil (42%) or only uncivil (17.4%), while over one-third of the comments were deter-
mined to contain neither (37.3%), and only rarely was a comment labeled with both civil 
and uncivil language (3.3%). 

comment is more similar to the vice, and positive values closer to 1 indicate a comment 
is more similar to the virtue. We also computed the average across the five foundations 
for each comment and call this the “average MFD score.” The supplementary material 
contains more technical details on how these scores were calculated. 

Before looking into our hypotheses, analyses investigated whether there is any relation-
ship between the civility labeling data and MFD scores. MFD scores were calculated for 
all comments that were reviewed and labeled by students. Figure 3 on the next page 
shows the distribution of the average MFD score for comments with civil and uncivil la-
bels. Across all five foundations, comments labeled as civil tended to have higher MFD 
scores (closer to the virtue) than those labeled as not civil. The average MFD score for 
comments labeled civil was 0.053 compared to 0.032 for those labeled not civil (Co-
hen’s 3 = 0.52). A Welch’s two sample t-test confirms that the difference in mean is 
statistically significant ( ? < 24−16). Similarly, comments labeled uncivil tended to have 
lower MFD scores (closer to the vice) than comments labeled not uncivil. The average 
MFD score for comments labeled uncivil was 0.018 compared to 0.047 for comments 
labeled not uncivil (Cohen’s 3 = 0.88. A Welch’s two sample t test confirms that the 
difference in mean is statistically significant ( ? < 24−16). While the civility labeling can 
provide a more accurate insight into our specific definition of civility, the MFD approach 
appears to have enough overlap with our civility labeling to prove useful in analyzing 
much larger datasets. 

4.4.3 User Reports 

Nextdoor users can report other users’ comments they deem offensive or otherwise in-
appropriate for the platform (Nextdoor 2022c). A user can choose to report a comment 
for any reason, though the platform provides tools for a user to indicate why they are 
reporting that comment. Comments that are reported are not necessarily uncivil, in-
appropriate, or otherwise offensive. Reported comments are sometimes reviewed and 
removed by other users in the neighborhood, while in some cases the platform reviews 
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Figure 3: Distribution of the algorithmically calculated MFD scores (low scores indi-
cate language associated with moral vice; high scores indicate language associated with 
moral virtues) on comments that were labeled using the civility labeling task. On the left, 
comments assigned a civil label (blue) had a higher average MFD of 0.053, compared 
to 0.032 for comments that did not have a civil label (yellow). On the right, comments 
assigned an uncivil label (yellow) had a lower average MFD of 0.018, compared to 0.047 
for comments that did not have an uncivil label (blue). 

and removes them. Our dataset from Nextdoor included information on whether a com-
ment was reported, but not the result of the report (whether or not it was deemed to 
violate any platform rules). 

Of the three types of metric used here, user reports are particularly important because 
they reflect some action users took. The first two indices used in this study (civility 
labels and MFD scores) are inferences made about the civility of the online discussion 
based on its content. By contrast, complaining to the platform through these reports 
is an action taken by a user to flag incivility. Unfortunately, there is no corresponding 
action that users can take to signal civil discussions. 

4.5 Dataset 

This study collected two different datasets from Nextdoor. The first, smaller, dataset 
was used exclusively to source comments for the civility labeling task to test H1a and 
H2a. This dataset was comprised of 100 Neighborhood Posts that were randomly sam-
pled among all the Neighborhood Posts created in October 2020 within the study that 
became groups after prompting from Nextdoor. Half of these sampled Neighborhood 
Posts (50 of 100) were converted into a group that was assigned to the Guidelines con-
dition, while the other 50 were assigned to the No Guidelines condition. This dataset 
also included the corresponding Group Comments. 

The second dataset was a much larger dataset used for the more quantitative analyses. 
This dataset was used to calculate the MFD scores to test hypotheses H1b and H2b and 
to analyze the user reports to test hypotheses H1c and H2c. Table 2 displays the sum-
mary statistics for this dataset, which included all Neighborhood Posts involved in this 
study in May 2021 (n = 7,539) as well as the corresponding 1,118,031 Neighborhood 
Post Comments. The number of Neighborhood Post Comments per Neighborhood Post 
ranges from a minimum of 70 comments to a maximum of 1,141 comments on a single 
Neighborhood Post. Of the 7,539 Neighborhood Posts, 312 authors (4.1%) created a 
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group after being prompted. An analysis was conducted, included in the supplemental 
materials (S3), to look for the differences in the 4.1% of posts which chose to create 
a group and those that did not. The 312 Neighborhood Posts that became groups had 
a total of 5,345 Group Posts with a minimum of 2 and a maximum 237 Group Posts 
in any single group. These Group Posts had a total of 26,201 Group Comments with a 
minimum of 2 and a maximum 223 Group Comments on any single Group Post. 

Table 2: Summary statistics of the data in the larger quantitative dataset. This dataset 
was used to calculate the MFD scores used for H1b and H2b and for analyses of user-
submitted reports to test H1c and H2c. 

Unit of Measurement Amount 

All Neighborhood Posts in Quantitative Dataset 
Neighborhood Posts 

Neighborhood Post Comments 

Neighborhood Post Comments per Neighborhood Post 
(Min-Max; [Mean]) 

7,539 

1,118,031 

70–1,141; [150] 

Neighborhood Posts that Create Groups 

Neighborhood Posts 

Neighborhood Post Comments 

Neighborhood Post Comments per Neighborhood Post 
(Min-Max; [Mean]) 

312 

57,487 

73–1,048; [169] 

Newly Formed Groups 

Groups 

Group Posts 

Group Posts per Group (Min-Max; [Mean]) 
Group Post Comments 

Group Post Comments per Group Post 
(Min-Max; [Mean]) 

312 

5,345 

2–237; [16] 
26,201 

2–223; [7] 

5 Results 

5.1 Neighborhood Post Comments vs. Group Comments 

To investigate what happens when a popular conversation moves into a group setting 
(H1a/b/c), this study analyzed Neighborhood Posts in which the author chose to cre-
ate a group after being prompted to do so. We compared our three measures between 
the first 70 Neighborhood Post Comments—before any group had been created—to the 
Group Comments made within the group that was later created. 

We randomly sampled and manually labeled 4,000 comments. First, 20 Neighborhood 
Post Comments were randomly sampled from among the first 70 Neighborhood Post 
Comments on 100 different Neighborhood Posts, totaling 2,000 labeled Neighborhood 
Post Comments made before the post author was asked to create a group. We then 
compared these comments to 20 randomly sampled Group Comments made from each 
of the 100 newly formed groups that were created, totaling 2,000 labeled Group Com-
ments. This allowed us to compare the civility of comments made on the Neighborhood 
Posts before any intervention from Nextdoor (pre-test) to the civility of Group Comments 
made in the group created to discuss the same topic (post-test). 
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Using a chi-squared test, we found a significant difference in the proportion of both civil 
and uncivil comments. The proportion of comments classified as “civil” on the Neigh-
borhood Post Comments was 0.41 compared to 0.56 for Group Comments (? < 24−16). 
Similarly, the proportion of comments classified as “uncivil” was 0.23 for Neighborhood 
Post Comments compared to 0.15 for Group Comments (? = 1.34−13) (Figure 4). 
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Figure 4: Proportion of comments’ civil (left) and uncivil (right) classifications for Neigh-
borhood Post Comments vs. Group Comments. Neighborhood Post Comments contain 
a lower proportion of comments labeled Civil and a higher proportion of comments la-
beled Uncivil compared to Group Comments. 

A similar analysis was conducted using the much larger dataset for MFD scores and 
user reports. Again limiting ourselves to Neighborhood Posts that created groups after 
prompting from Nextdoor, we compared MFD scores on the first 70 Neighborhood Post 
Comments to scores on all Group Comments in the newly formed groups. Across all 
five foundations, we observed statistically significant increases in MFD scores for Group 
Comments compared to Neighborhood Post Comments (Table 3). 

Table 3: Individual and average MFD scores associated with H1b 

Moral Foundation Group Comments Neighborhood Post Comments Cohen’s 3 

Care 0.067 0.055 0.41 

Fairness 0.023 0.019 0.24 

Loyalty 

Authority 

Sanctity 

Mean MFD 

0.056 

0.090 

0.042 

0.056 

0.048 

0.084 

0.037 

0.049 

0.37 

0.27 

0.23 

0.37 

Note: The Cohen’s 3 is the size of the difference in mean relative to the standard deviation of the 
data. A larger value indicates a stronger relative effect size. All differences in mean in the above 
tables are statistically significant under hypothesis testing. 

Lastly, we used the larger dataset to analyze reports of comments made by users. While 
reporting comments is a relatively rare occurrence, given the number of comments in 
our dataset, we still observe meaningful differences. The proportion of Group Com-
ments with one or more reports was 0.2%, while 1.4% of the first 70 Neighborhood Post 
Comments received one or more reports (? < 24−16). This indicates that Nextdoor mem-
bers were significantly more likely to report comments made on Neighborhood Posts 
than Group Comments. 

Across the three methods used—human labeling, MFD scores, and member reports—we 



14 Journal of Online Trust and Safety 

observed consistent results. Comments made within these groups were more likely to 
be labeled civil, less likely to be labeled uncivil, had relatively higher MFD scores, and 
were reported less often than comments made on the Neighborhood Posts. All of these 
results showed strong support for H1a, H1b, and H1c. 

5.2 The Effect of Announcement of Group Guidelines on Civil Discussion 

When Neighborhood Post authors chose to create a new group from their Neighbor-
hood Post, that newly formed group was randomly assigned to either a Guidelines or 
No Guidelines condition in which new members joining this new group were shown or 
not shown a set of guidelines (Figure 1 on page 9). Comments made in these newly 
formed groups were sampled and labeled using the civility codebook. Twenty Group 
Comments were randomly sampled from each of 100 groups for a total of 2,000 labeled 
Group Comments. These 2,000 Group Comments were evenly split between groups in 
each condition (20 Group Comments from 50 Guidelines groups and 20 Group Com-
ments from 50 No Guidelines groups). Comparing these two sets of Group Comments 
using a chi-squared test reveals a small and significant difference in the proportion of 
comments classified as civil; the No Guidelines group had a slightly higher proportion of 
Group Comments classified as civil. However, there was no statistically significant dif-
ference in the proportion of Group Comments labeled uncivil. The proportion of Group 
Comments with civil labels in Guidelines groups was 0.538 vs. 0.588 for No Guidelines 
groups (? = 0.026). The proportion of Group Comments classified as uncivil in Guide-
lines groups was 0.159 compared to 0.143 for Group Comments in No Guidelines groups 
(? = 0.3481) (Figure 5). 
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Figure 5: Proportion of comments’ civil (left) and uncivil (right) classifications for Group 
Comments in Guidelines vs. No Guidelines groups. Guidelines Group Comments con-
tain a very slightly lower proportion of comments labeled Civil and an equal proportion 
of comments labeled Uncivil compared to No Guidelines Group Comments. 

Given the small effect on civility that was observed in the manually labeled data, the 
much larger dataset provides us an opportunity to more easily detect smaller effects 
that may result from the presentation of guidelines. Across all five moral foundations, 
there was a small but statistically significant increase in MFD scores for Group Com-
ments in Guidelines groups compared to No Guidelines groups (Table 4 on the next 
page). 

Lastly, we found that Group Comments in Guidelines groups were less likely to be re-
ported by members than Group Comments in No Guidelines groups. The proportion of 
Guidelines groups’ Group Comments that had one or more reports was 0.33%, com-
pared to 0.72% for the Group Comments in No Guidelines groups (? < 24−16). This indi-
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Table 4: Individual and Average MFD Scores Associated with H2b 

Moral Foundation Group Comments Neighborhood Post Comments Cohen’s 3 

Care 0.033 0.031 0.02 

Fairness 0.012 0.008 0.09 

Loyalty 

Authority 

Sanctity 

Mean MFD 

0.032 

0.071 

0.034 

0.036 

0.028 

0.070 

0.032 

0.034 

0.07 

0.02 

0.03 

0.05 

Note: The Cohen’s 3 is the size of the difference in mean relative to the standard deviation of the 
data. A larger value indicates a stronger relative effect size. All differences in mean in the above 
tables are statistically significant under hypothesis testing. 

cates that Nextdoor members were significantly less likely to report Group Comments 
made in groups with guidelines than in those without guidelines. 

Our second set of hypotheses examined the effect of showing or not showing guide-
lines to new group members on their participation in the newly formed groups. Here, 
the results are mixed. With the relatively small amount of human labeling, we saw a 
very small decrease in the proportion of civil comments but no difference in the propor-
tion of uncivil comments in groups with guidelines compared to those without. There-
fore, H2a was not supported. However, we did observe statistically significant changes 
in the MFD scores and member reports of Group Comments, which supports H2b and 
H2c. Overall, we found some support for H2: showing guidelines to new members does 
appear to have a positive, albeit small, impact on the conversations that follow in those 
groups. 

6 Discussion 

The nature of online platform content has become a widespread concern among policy 
makers, legal scholars, and the general public (Gorwa 2019; Klonick 2017). These con-
cerns have led to normative questions about whether and how content should be man-
aged alongside empirical research on how such management might be possible. Many 
platforms have utilized traditional legal frameworks to manage certain platform behav-
iors, which involve progressively severe sanctions ranging from takedowns to user sus-
pensions and exclusions (Tyler et al. 2021). These efforts have been primarily directed 
at managing and regulating the amount of antisocial behavior and negative experiences. 
This focus on reducing negative or otherwise offensive content can often come at the 
cost of exploring how to foster more positive, pro-social content and connections on the 
platforms. This study works to fill that gap by promoting more positive, civil content in 
online interactions. 

Our results demonstrate that more civil interactions among users can be encouraged 
by altering the design and architecture of the online environment within which the in-
teraction occurs. The level of civility and moral values of Neighborhood Post Comments 
increased, while the number of reports of those comments made by users and the level 
of incivility decreased when conversations about a given topic were moved away from 
Neighborhood Posts and into new groups. Both architectural features—encouraging the 
formation of a group and proactively providing guidelines about civil interactions—were 
associated with improvements in discussions and behaviors. The findings complement 
previous research (Matias 2019; Tyler et al. 2021) which shows that announcing com-
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munity guidelines or providing education not only decreases antisocial behaviors (as 
shown in previous research); it can also lead to more pro-social interactions among 
users. This research advances the existing literature by demonstrating the need for on-
line environments that clearly communicate expectations and norms to users in order 
to encourage more pro-social interactions. 

Regarding group formation, there have been general concerns about decreased mem-
bership in civic groups and civic engagement in recent decades (Putnam 2000). Al-
though groups on social media may enhance online user engagement and offline partic-
ipation (especially in politics) (Conroy, Feezell, and Guerrero 2012), these groups have 
been criticized for spreading misinformation and hate speech, as well as creating group 
polarization (Del Vicario et al. 2016; Merrill and Åkerlund 2018). However, our findings 
suggest that online groups might encourage users to participate in more civil interac-
tions if appropriate guidelines are provided to new group members. 

Although calls for civility have a strong moral appeal, we acknowledge that such an ap-
proach may be used to silence and harass feared or subordinate groups (Jamieson et 
al. 2017; Zurn 2013). Incivility might sometimes be beneficial in terms of draw atten-
tion and passionate engagement from others, or might even be required for some groups 
to get their point across (Cohen 1960). However, hate speech or uncivil discussion on 
social media platforms is often cited as a reason that many choose not to engage in dis-
cussions online (Kruse, Norris, and Flinchum 2017); minority groups may be more likely 
to be targeted with hate speech and incivility online (Vogels 2021). Moreover, com-
pared to content moderation, such as removing uncivil content from platforms (which 
potentially suppresses free speech), encouraging civil behavior on social media plat-
forms via indirect platform interventions would help promote individual and community 
well-being without silencing minority views. 

This study makes theoretical contributions by providing empirical evidence of how plat-
form architecture influences users’ behaviors by analyzing a large volume of social me-
dia user data. In addition, future studies can use the codebook we developed for this 
study to operationalize and measure the concept of civility to examine how any num-
ber of platform architectures and strategies not only decrease uncivil conversations but 
also increase civil interactions. Finally, by collaborating with a social media platform, 
this study applied the theory of civility in a robust and practical setting. 

However, this study is not without limitations. First, our analyses focused on conversa-
tions in which individuals chose to create groups from Neighborhood Posts. Since this 
was a relatively rare occurrence (only 4.1% of Neighborhood Posts resulted in a group 
being created), we cannot assume that all conversations on a given social media plat-
form would be affected by similar interventions. The conversations that became groups 
appeared to, on average, start at a higher level of civility than the majority of conversa-
tions that did not become groups. On the one hand, this could suggest that such plat-
form architecture interventions could have an even greater impact on the conversations 
that did not opt in to this intervention in our study. On the other hand, it could suggest 
that the civil conversations that self-selected into this group-forming intervention were 
more easily nudged towards even greater civility. As is the case with many interven-
tions designed to shift community norms, there will never be a “silver bullet,” and the 
two interventions presented here should be considered alongside other design patterns 
as platforms build their online environments. 

A second limitation is that this study assumes that users’ moral and pro-social beliefs 
are reflected in the language they use in social media posts and comments. Language 
has typically been regarded as the most common and reliable way for people to indicate 
their thoughts and emotional states, thereby reflecting who they are and their social re-
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lationships (Tausczik and Pennebaker 2009). However, scholars have argued that social 
media users use different types of language based on their perceptions of a post’s po-
tential audience. Future studies could examine how social media users employ specific 
types of language to indicate their moral and pro-social beliefs, depending on the spe-
cific contexts. In addition, individual coders who conducted our civility labeling might 
have differing moral beliefs that affect their interpretation of civility in the comments 
they evaluated. To avoid this influence, we conducted multiple training sessions and 
tested inter-coder reliability. Nevertheless, it would be worth examining how individ-
ual coders’ moral beliefs may affect their coding of the moral and pro-social beliefs re-
flected in the posts. 

Another area for future inquiry is the exact pathway through which the group setting 
encourages more civil conversations. In this study, authors of popular posts were en-
couraged to create groups to facilitate a more focused discussion of a topic that was 
clearly resonating with their neighborhood. Our results indicate that these groups fa-
cilitated more civil conversations than the equivalent discussions that occurred at the 
neighborhood-wide level. The most basic distinction between these two settings (neighborhood-
wide and group) is the size of the audience and the number of participants. However, 
groups also require those conversing to opt in to having a conversation about a given 
topic with others in the group. The group setting can also permit organizers to mod-
erate some aspects of the discussion. Our second intervention illustrated that basic 
guidelines and ground rules for a conversation can be established. Further research 
should explore which factors within these group settings may contribute to the civility 
of conversations, and how. 

Given that online engagement can be related to offline civic engagement (Putnam 2000), 
platform-level interventions might have other potential benefits to society. Future work 
could examine other consequences of group formation and announcing guidelines to 
new group members, including users’ perceptions of or general attitudes toward the 
platform and their offline civic engagement or participation. 

Finally, most previous efforts to measure the content of online interactions have focused 
on identifying negative content (e.g., hate speech, nudity). This study demonstrates that 
there are several viable mechanisms for capturing both positive and negative content, 
including creating a theory-based set of indicators of civility/incivility and drawing on ex-
isting dictionaries based on models of positive/negative words and phrases. This study 
found that these two approaches converged in their identification of both civil and un-
civil content, suggesting that both are valid indicators of platform discussions. 
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