Introduction

A consistent finding from recent research on harmful online behaviors is that they tend to be concentrated among a small number of individuals. Whether examining misinformation (Grinberg et al. 2019; Guess, Nagler, and Tucker 2019; Allen et al. 2020), radicalizing or partisan content (Hosseinmardi et al. 2021; Muise et al. 2022), or hate speech (Zannettou et al. 2020), a small number of individuals typically accounts for the vast majority of the behavior. Despite this statistical infrequency, the social consequences of such behaviors can be substantial, especially for people targeted by, or within the social networks of, the individuals perpetuating them.

The observation that human behavior often follows a heavy-tailed distribution is well-established (e.g. the Pareto principle), and applies to a wide range of behaviors, including the number of webpages people browse, papers scientists publish, and emails people receive (Newman 2005). In taking note of these patterns, scientists have studied their dynamics, proposed mechanisms for their origins, and identified structural features—such as “rich clubs,” where the subgraphs of prominent individuals tend to be densely connected—to help us understand and reason about them (Colizza et al. 2006). However, in the context of harmful online behaviors, this facet of human behavior has rarely arisen as a focal point. While studies showing the low prevalence of such behaviors have been useful in countering alarmist narratives, their framing and focus on an “average user” can minimize the fact that small percentages can still constitute large absolute numbers, and that even a small number of individuals have the potential for an outsized impact (Guess 2021). Such concerns are further exacerbated by the connectivity of the Internet, which may enable such individuals to congregate on an unprecedented scale (Lorenz-Spreen et al. 2020), perhaps forming a different type of rich club.

In the push to summarize human behavior at scale, scholars have noted that “we risk losing sight of a secondary but equally important advantage of Big Data – the plentiful representation of minorities” (Foucault-Welles 2014). Similarly, behavioral researchers have noted that “a narrow focus on main effects in the population as a whole almost necessarily means a focus on effects in the group with the greatest numerical representation” (Bryan, Tipton, and Yeager 2021). While the case for “making big data small” (Foucault-Welles 2014) has often been focused on groups historically omitted from the scientific record, it may also lend itself to studying or intervening on the individuals perpetuating the patterns outlined here. So, the question is: we know this pattern of uncommon yet consequential online harms exists, now what?
Issue Outline

In this special issue we present four papers that examine various aspects of our theme: uncommon yet consequential online harms, a phrase inspired by a related discussion of “events that are statistically uncommon but consequential” in Lazer et al. (2021).

In “Election Fraud, YouTube, and Public Perception of the Legitimacy of President Biden,” authors James Bisbee, Megan A. Brown, Angela Lai, Richard Bonneau, Joshua A. Tucker, and Jonathan Nagler shed light on the role of YouTube’s recommender system in driving skeptical users to videos that featured fraud-related narratives about the 2020 US Elections. Using an algorithm auditing method, Bisbee et al recruited participants to complete an opinion survey, install a browser extension, and follow YouTube recommendations based on a randomly chosen traversal rule (e.g. always click on the second recommendation) from a randomly chosen seed video. They find that recommendations to videos featuring election-fraud related narratives were uncommon overall, and largely concentrated among a small number of individuals who self-reported high skepticism about the election’s legitimacy (Bisbee et al. 2022).

In “Predictors of Radical Intentions among Incels: A Survey of 54 Self-identified Incels,” authors Sophia Moskalenko, Naama Kates, Juncal Fernández-Garayzábal González, and Mia Bloom conducted a survey of self-identified “incels” (“involuntary celibates”) that focused on mental health, incel ideology, and radical intentions. Moskalenko et al. studied this small online-based identity group, of which a small number have committed heinous real-world crimes, through an innovative recruitment approach that involved surveying incels who sought to speak with an interventionist at a nonprofit in the US. Their results show high rates of self-reported mental health issues among their self-selected participants, like depression and anxiety, but low rates of radical attitudes or intentions (Moskalenko et al. 2022).

In “Procedural Justice and Self Governance on Twitter: Unpacking the Experience of Rule Breaking on Twitter,” authors Matthew Katsaros, Tom Tyler, Jisu Kim, and Tracey Meares investigated how Twitter users who violated the platform’s content rules perceived and responded to the enforcement action (i.e. post removal). In collaboration with Twitter, Katsaros et al. used surveys paired to behavioral data to examine whether those who received the enforcement action subsequently changed their subsequent behavior on the platform, and how their subsequent behavior related to their self-reported perceptions of procedural justice. Their research sheds light on the motivations and perceptions of those who break Twitter’s rules, shows that those who felt they were treated more fairly were less likely to recidivate, and shows that only a small minority report breaking the rules with the specific aim of harming someone (Katsaros et al. 2022).

In “Twitter’s Disputed Tags May Be Ineffective at Reducing Belief in Fake News and Only Reduce Intentions to Share Fake News Among Democrats and Independents,” authors Jeffrey Lees, Abigail McCarter, and Dawn M. Sarno conducted a survey-based experiment to measure the potential impact of the “This claim is disputed” tags placed on posts deemed to be misinformation. More specifically, Lees et al. examine how their participants’ reactions to these tags vary based on their self-reported demographic and psychographic characteristics. Overall, their results show mixed evidence for the impact of such tags and suggest that they may have only reduced the likelihood of sharing false information for Democrats and Independents, but not Republicans, a finding consistent with prior work that suggests a small number of Republicans account for most fake news sharing within online platforms (Lees, McCarter, and Sarno 2022).
Conclusion

This special issue joins recent work by psychologists and behavioral scientists in asking the research community to reconsider how they think about effect sizes, interventions, and heterogeneity (Bryan, Tipton, and Yeager 2021; Funder and Ozer 2019; Lorenz-Spreen et al. 2020). Without such considerations, we may overestimate the impact of the interventions we design, and miss opportunities to evaluate how they might be improved in ways that account for heterogeneous responses (Szaszi et al. 2022) or cumulative effects (Abelson 1985). As noted in the “curb-cut effect”—which posits that “laws and programs designed to benefit vulnerable groups, such as the disabled or people of color, often end up benefiting all of society” (Blackwell 2016)—adjusting systems for a small number of individuals can often have positive effects for the entire population. Perhaps the same will prove true here. We hope that this special issue inspires future research in this area, and that such research paves the way for a deeper understanding and more effective solutions to uncommon yet consequential online harms.
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